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= Chapter 1. Introducing Veritas InfoScale



Introducing Veritas
InfoScale

This chapter includes the following topics:
= About the Veritas InfoScale product suite

» Components of the Veritas InfoScale product suite

About the Veritas InfoScale product suite

The Veritas InfoScale product suite addresses enterprise IT service continuity
needs. It draws on Veritas’ long heritage of world-class availability and storage
management solutions to help IT teams in realizing ever more reliable operations
and better protected information across their physical, virtual, and cloud
infrastructures. It provides resiliency and software defined storage for critical services
across the datacenter infrastructure. It realizes better Return on Investment (ROI)
and unlocks high performance by integrating next-generation storage technologies.
The solution provides high availability and disaster recovery for complex multi-tiered
applications across any distance. Management operations for Veritas InfoScale are
enabled through a single, easy-to-use, web-based graphical interface, Veritas
InfoScale Operations Manager.

The Veritas InfoScale product suite offers the following products:
= Veritas InfoScale Foundation

= Veritas InfoScale Storage

» Veritas InfoScale Availability

» Veritas InfoScale Enterprise
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Components of the Veritas InfoScale product suite

Each new InfoScale product consists of one or more components. Each component
within a product offers a unique capability that you can configure for use in your

environment.

Table 1-1 lists the components of each Veritas InfoScale product.

Table 1-1

Veritas InfoScale product suite

Product

Description

Components

Veritas InfoScale™
Foundation

Veritas InfoScale™ Foundation
delivers a comprehensive solution for
heterogeneous online storage
management while increasing storage
utilization and enhancing storage 1/0
path availability.

Storage Foundation (SF)
Standard (entry-level
features)

Veritas InfoScale™
Storage

Veritas InfoScale™ Storage enables
organizations to provision and manage
storage independently of hardware
types or locations while delivering
predictable Quality-of-Service, higher
performance, and better
Return-on-Investment.

Storage Foundation (SF)
Enterprise including
Replication

Storage Foundation
Cluster File System
(SFCFS)

Veritas InfoScale™
Availability

Veritas InfoScale™ Availability helps
keep an organization’s information and
critical business services up and
running on premise and across globally
dispersed data centers.

Cluster Server (VCS)
including HA/DR
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Components of the Veritas InfoScale product suite

Table 1-1 Veritas InfoScale product suite (continued)
Product Description Components
Veritas InfoScale™ Veritas InfoScale™ Enterprise Cluster Server (VCS)

Enterprise

addresses enterprise IT service
continuity needs. It provides resiliency
and software defined storage for
critical services across your datacenter
infrastructure.

including HA/DR

Storage Foundation (SF)
Enterprise including
Replication

Storage Foundation and
High Availability (SFHA)

Storage Foundation
Cluster File System High
Availability (SFCFSHA)

Storage Foundation for
Oracle RAC (SF Oracle
RAC)

Storage Foundation for
Sybase ASE CE
(SFSYBASECE)
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Solutions for Veritas
InfoScale products

s Chapter 2. Solutions for Veritas InfoScale products



Solutions for Veritas
InfoScale products

This chapter includes the following topics:

= Use cases for Veritas InfoScale products

» Feature support across Veritas InfoScale 7.3.1 products

= Using SmartMove and Thin Provisioning with Sybase databases

» Finding Veritas InfoScale product use cases information

Use cases for Veritas InfoScale products

Veritas InfoScale Storage Foundation and High Availability (SFHA) Solutions product
components and features can be used individually and in concert to improve
performance, resilience and ease of management for your storage and applications.
This guide documents key use cases for the management features of SFHA
Solutions products.



Table 2-1

Solutions for Veritas InfoScale products
Use cases for Veritas InfoScale products

Key use cases for SFHA Solutions products

Use case

Veritas InfoScale feature

Improve database performance using SFHA
Solutions database accelerators to enable
your database to achieve the speed of raw
disk while retaining the management features
and convenience of a file system.

See “About Veritas InfoScale product
components database accelerators”
on page 26.

Quick I/0

See “About Quick I/0” on page 29.
Cached Quick I/0

See “About Cached Quick I/O” on page 46.
Concurrent I/O

See “About Concurrent I/0” on page 59.
Veritas Extension for Oracle Disk Manager

Veritas Extension for Cached Oracle Disk
Manager

Note: For ODM amd Cached ODM
information, see Storage Foundation: Storage
and Availability Managment for Oracle
Databases.

Protect your data using SFHA Solutions
Flashsnap, Storage Checkpoints, and
NetBackup point-in-time copy methods to back
up and recover your data.

See “Storage Foundation and High Availability
Solutions backup and recovery methods”
on page 76.

See “About point-in-time copies” on page 63.

FlashSnap

See “Preserving multiple point-in-time copies”
on page 77.

See “Online database backups” on page 82.

See “Backing up on an off-host cluster file
system” on page 100.

See “Storage Foundation and High
Availability Solutions backup and recovery
methods” on page 76.

Storage Checkpoints

See “Database recovery using Storage
Checkpoints” on page 109.

NetBackup with SFHA Solutions

See “About Veritas NetBackup” on page 112.

Process your data off-host to avoid
performance loss to your production hosts by
using SFHA Solutions volume snapshots.

See “Veritas InfoScale Storage Foundation
off-host processing methods” on page 118.

FlashSnap

See “Using a replica database for decision
support” on page 119.
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Table 2-1

Solutions for Veritas InfoScale products
Use cases for Veritas InfoScale products

Key use cases for SFHA Solutions products (continued)

Use case

Veritas InfoScale feature

Optimize copies of your production database
for test, decision modeling, and development
purposes by using SFHA Solutions
point-in-time copy methods.

See “About test environments” on page 146.

FlashSnap

See “Creating a test environment”
on page 146.

Make file level point-in-time snapshots using
SFHA Solutions space-optimized FileSnap
when you need finer granualarity for your
point-in-time copies than file systems or
volumes. You can use FileSnap for cloning
virtual machines.

See “ Using FileSnaps to create point-in-time
copies of files” on page 150.

FileSnap

See “Using FileSnaps to provision virtual
desktops” on page 150.

Maximize your storage utilization using SFHA
Solutions SmartTier to move data to storage
tiers based on age, priority, and access rate

criteria.

See “About SmartTier” on page 153.

SmartTier

See “Setting up a filesystem for storage
tiering with SmartTier” on page 157.

Maximize storage utilization for data
redundancy, high availability, and disaster
recovery, without physically shared storage.

See “About Flexible Storage Sharing”
on page 171.

Flexible Storage Sharing

See “Setting up an SFRAC clustered
environment with shared nothing storage”
on page 173.

See “Implementing the SmartTier feature with
hybrid storage” on page 174.

See “Configuring a campus cluster without
shared storage” on page 174.

Convert your data from native OS file system
and volumes to VxFS and VxVM using SFHA
Solutions conversion utilities.

See “Types of data migration” on page 176.

Offline conversion utility
See “Types of data migration” on page 176.

Online migration utility

Convert your data from raw disk to VxFS: use
SFHA Solutions.

See “Types of data migration” on page 176.

Offline conversion utility

See “Types of data migration” on page 176.
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Table 2-1

Solutions for Veritas InfoScale products
Feature support across Veritas InfoScale 7.3.1 products

Key use cases for SFHA Solutions products (continued)

Use case

Veritas InfoScale feature

Migrate your data from one platform to another
(server migration) using SFHA Solutions.

See “Overview of the Cross-Platform Data
Sharing (CDS) feature” on page 215.

Portable Data Containers

See “Overview of the Cross-Platform Data
Sharing (CDS) feature” on page 215.

Migrate your data across arrays using SFHA
Solutions Portable Data Containers.

See “Array migration for storage using Linux”
on page 204.

Volume mirroring

See “Overview of storage mirroring for
migration” on page 205.

Improve the native and optimized format of
your storage devices using the Veritas
InfoScale solution which provides support with
the advanced format or 4K (4096 bytes) sector

devices (formatted with 4KB) in storage

environments.

Veritas InfoScale 4K sector device support
solution

See “About 4K sector size technology”
on page 271.

See “Veritas InfoScale unsupported
configurations” on page 272.

See “Migrating VxFS file system from
512-bytes sector size devices to 4K sector
size devices” on page 273.

Feature support across Veritas InfoScale 7.3.1

products
Veritas InfoScale solutions and use cases for Oracle are based on the shared
management features of Veritas InfoScale Storage Foundation and High Availability
(SFHA) Solutions products. Clustering features are available separately through
Cluster Server (VCS) as well as through the SFHA Solutions products.
Table 2-2 lists the features supported across SFHA Solutions products.
Table 2-2 Storage management features in Veritas InfoScale products
Storage Veritas InfoScale | Veritas InfoScale |Veritas InfoScale | Veritas InfoScale
management Foundation Storage Availability Enterprise
feature
Veritas Extension for | N Y N Y

Oracle Disk Manager

20



Solutions for Veritas InfoScale products
Feature support across Veritas InfoScale 7.3.1 products

Table 2-2 Storage management features in Veritas InfoScale products
(continued)

Storage Veritas InfoScale | Veritas InfoScale | Veritas InfoScale | Veritas InfoScale
management Foundation Storage Availability Enterprise
feature
Veritas Extension for | N Y N Y
Cached Oracle Disk
Manager
Note: Not supported
for Oracle RAC.
Quick 1/0 N Y N Y
Note: Not supported
in Linux.
Cached Quick 1/0 N Y N Y
Note: Not supported
in Linux.
Compression N Y N Y
Deduplication N Y N Y
Flexible Storage N Y N Y
Sharing
SmartlO N Y N Y
Note: SFRAC does
not support Writeback
caching.
SmartMove N Y N Y
SmartTier N Y N Y
Thin Reclamation N Y N Y
Portable Data N Y N Y
Containers
Database FlashSnap | N Y N Y
Database Storage N Y N Y
Checkpoints
FileSnap N Y N Y
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Solutions for Veritas InfoScale products
Feature support across Veritas InfoScale 7.3.1 products

Table 2-2 Storage management features in Veritas InfoScale products
(continued)
Storage Veritas InfoScale | Veritas InfoScale | Veritas InfoScale | Veritas InfoScale
management Foundation Storage Availability Enterprise
feature
Volume replication N Y N Y
File replication N Y N Y
Note: Supported on
Linux only.
Advanced support for | Y Y Y Y
virtual storage
Clustering features for | N N Y N
high availability (HA)
Disaster recovery N N Y N
features (HA/DR)
Dynamic Multi-pathing | Y N Y Y

Table 2-3 lists the high availability and disaster recovery features available in VCS.

Table 2-3

Availability management features in Veritas InfoScale SFHA

solutions products

Availability management feature

VCS HA/DR

Clustering for high availability (HA)

Database and application/ISV agents

Advanced failover logic

Data integrity protection with 1/O fencing

Advanced virtual machines support

Virtual Business Services

Replication agents

Replicated Data Cluster

Campus (stretch) cluster

Global clustering (GCO)

<| <] <| <] =<]=<]=<]|=<]=<]|x
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Solutions for Veritas InfoScale products
Using SmartMove and Thin Provisioning with Sybase databases

Table 2-3 Availability management features in Veritas InfoScale SFHA
solutions products (continued)
Availability management feature VCS HA/DR
Fire Drill Y

= O=Feature is not included in your license but may be licensed separately.
= N=Feature is not supported with your license.
Notes:

= SmartTier is an expanded and renamed version of Dynamic Storage Tiering
(DST).

= All features listed in Table 2-2 and Table 2-3 are supported on Solaris except
as noted. Consult specific product documentation for information on supported
operating systems.

= Most features listed in Table 2-2 and Table 2-3 are supported on Solaris virtual
environments. For specific details, see the Veritas InfoScale 7.3.1 Virtualization
Guide Solaris.

Using SmartMove and Thin Provisioning with
Sybase databases

You can use SmartMove and Thin Provisioning with Storage Foundation and High
Availability products and Sybase databases.

When data files are deleted, you can reclaim the storage space used by these files
if the underlying devices are thin reclaimable LUNs.

For information about the Storage Foundation Thin Reclamation feature, see the
Storage Foundation Administrator's Guide.

Finding Veritas InfoScale product use cases
information

The following Storage Foundation and High Availability Solutions management
features are illustrated with use case examples in this guide:

= Improving database performance
= Backing up and recovering your data

= Processing data off-host
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Optimizing test and development environments

Maximizing storage utilization

Converting your data from native OS to VxFS

Converting your data from raw disk to VxFS

Migrating your data from one platform to another (server migration)

Migrating your data across arrays

For Storage Foundation and High Availability Solutions management features
concept and administrative information, see the following guides:

Storage Foundation Administrator's Guide.

Storage Foundation Cluster File System High Availability Administrator's Guide.

Storage Foundation for Oracle RAC Administrator's Guide.

Storage Foundation for Sybase ASE CE Administrator's Guide.

For Information on using Storage Foundation and High Availability Solutions
management features with Oracle databases, see Veritas InfoScale Storage and
Availability Management for Oracle Databases.

For Information on using Storage Foundation and High Availability Solutions
management features with DB2 databases, see: Veritas InfoScale Storage and
Availability Management for Oracle Databases.

For Information on using Storage Foundation and High Availability Solutions
replication features, see Veritas InfoScale Replication Administrator’s Guide.
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= Chapter 3. Overview of database accelerators
= Chapter 4. Improving database performance with Veritas Quick I/O
= Chapter 5. Improving database performance with Veritas Cached Quick 1/0

= Chapter 6. Improving database performance with Veritas Concurrent /0O



Overview of database
accelerators

This chapter includes the following topics:

= About Veritas InfoScale product components database accelerators

About Veritas InfoScale product components
database accelerators

The major concern in any environment is maintaining respectable performance or
meeting performance service level agreements (SLAs). Veritas InfoScale product
components improve the overall performance of database environments in a variety
of ways.
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About Veritas InfoScale product components database accelerators

Table 3-1 Veritas InfoScale product components database accelerators
Veritas InfoScale Supported Use cases and considerations
database databases
accelerator
Oracle Disk Manager Oracle s To improve Oracle performance and
(ODM) manage system bandwidth through an

improved Application Programming
Interface (API) that contains advanced
kernel support for file 1/0.
n To use Oracle Resilvering and turn off
Veritas Volume Manager Dirty Region
Logging (DRL) to increase
performance, use ODM.
= To reduce the time required to restore
consistency, freeing more 1/0
bandwidth for business-critical
applications, use SmartSync recovery
accelerator.
Cached Oracle Disk Oracle To enable selected /O to use caching to
Manager (Cached OD improve ODM I/O performance, use
M) Cached ODM.
Quick I/0 (QlIO) Oracle To achieve raw device performance for
DB2 databases run on VxFS file systems, use
Quick 1/O.
Sybase
Cached Quick I/0 Oracle To further enhance database performance
(Cached QIO) DB2 by leveraging large system memory to
selectively buffer the frequently accessed
Sybase data, use Cached QIO.
Concurrent I/O DB2 Concurrent I/0O (CIO) is optimized for DB2
and Sybase environments
Sybase

To achieve improved performance for
databases run on VxFS file systems
without restrictions on increasing file size,
use Veritas InfoScale Concurrent I/O.

These database accelerator technologies enable database performance equal to
raw disk partitions, but with the manageability benefits of a file system. With the
Dynamic Multi-pathing (DMP) feature of Storage Foundation, performance is
maximized by load-balancing I/O activity across all available paths from server to
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array. DMP supports all major hardware RAID vendors, hence there is no need for
third-party multi-pathing software, reducing the total cost of ownership.

Veritas InfoScale database accelerators enable you to manage performance for
your database with more precision.

For details about using ODM, Cached ODM, QIO, and Cached QIO for Oracle, see
Veritas InfoScale Storage and Availability Management for Oracle Databases.

For details about using QIO, Cached QIO, and Concurrent I/O for DB2, see Veritas
InfoScale Storage and Availability Management for DB2 Databases.
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Quick I/0O

This chapter includes the following topics:

About Quick 1/0
Tasks for setting up Quick I/O in a database environment

Creating DB2 database containers as Quick I/O files using giomkfile Creating
Sybase files as Quick I/O files using giomkfile

Preallocating space for Quick I/O files using the setext command
Accessing regular VxFS files as Quick I/O files
Extending a Quick I/O file

Disabling Quick I/O

About Quick I/0

Veritas Quick I/O is a VXFS feature included in Veritas InfoScale Storage Foundation
Standard and Enterprise products that enables applications access preallocated
VxFS files as raw character devices. Quick I/O provides the administrative benefits
of running databases on file systems without the typically associated degradation
in performance.



Improving database performance with Veritas Quick I/O

About Quick I/O

How Quick I/O improves database performance

The benefits of using Quick 1/0 are:

= Improved performance and processing throughput by having Quick 1/O files act

as raw devices.

= Ability to manage Quick I/O files as regular files, which simplifies administrative

tasks such as allocating, moving, copying, resizing, and backing up DB2

containers.

= Ability to manage Quick I/O files as regular files, which simplifies administrative

tasks such as allocating, moving, copying, resizing, and backing up Sybase

dataservers.

Quick 1/O's ability to access regular files as raw devices improves database

performance by:

Table 4-1

Quick I/0 feature

Advantage

Supporting direct I/0

1/0 on files using read() and write() system calls
typically results in data being copied twice: once
between user and kernel space, and later between
kernel space and disk. In contrast, I/O on raw
devices is direct. That is, data is copied directly
between user space and disk, saving one level of
copying. As with I/0O on raw devices, Quick 1/0
avoids extra copying.

Avoiding kernel write locks on database
files

When database /O is performed using the write()
system call, each system call acquires and releases
a write lock inside the kernel. This lock prevents
multiple simultaneous write operations on the same
file. Because database systems usually implement
their own locking to manage concurrent access to
files, per file writer locks unnecessarily serialize 1/0
operations. Quick 1/0 bypasses file system per file
locking and lets the database server control data
access.
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Table 4-1 (continued)
Quick I/O feature Advantage
Avoiding double buffering Most database servers maintain their own buffer

cache and do not need the file system buffer cache.
Database data cached in the file system buffer is
therefore redundant and results in wasted memory
and extra system CPU utilization to manage the
buffer. By supporting direct I/0, Quick I/O eliminates
double buffering. Data is copied directly between
the relational database management system
(RDBMS) cache and disk, which lowers CPU
utilization and frees up memory that can then be
used by the database server buffer cache to further
improve transaction processing throughput.

Supporting kernel asynchronous 1/0 | Solaris kernel asynchronous I/O is a form of I/O that
performs non-blocking system level reads and
writes, allowing the system to handle multiple 1/0O
requests simultaneously. Operating systems such
as Solaris provide kernel support for asynchronous
1/0 on raw devices, but not on regular files. As a
result, even if the database server is capable of
using asynchronous /O, it cannot issue
asynchronous I/O requests when the database runs
on file systems. Lack of asynchronous 1/0O
significantly degrades performance. Quick I/O
enables the database server to take advantage of
kernel-supported asynchronous /O on file system
files accessed using the Quick 1/O interface.

Tasks for setting up Quick I/O in a database
environment

Quick 1/0 is included in the VxFS package shipped with Veritas InfoScale Storage
Foundation Standard and Enterprise products. By default, Quick I/O is enabled
when you mount a VxFS file system.

If Quick 1/O is not available in the kernel, or a Veritas InfoScale Storage or Veritas
InfoScale Enterprise product license is not installed, a file system mounts without
Quick I/0 by default, the Quick I/O file name is treated as a regular file, and no error
message is displayed. If, however, you specify the -o gqio option, the mount
command prints the following error message and terminates without mounting the
file system.
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VxXFDD: You don't have a license to run this program

vxfs mount: Quick I/O not available

To use Quick 1/0O, you must:

Preallocate files on a VxFS file system

Preallocating database files for Quick 1/O allocates contiguous space for the
files. The file system space reservation algorithms attempt to allocate space for
an entire file as a single contiguous extent. When this is not possible due to lack
of contiguous space on the file system, the file is created as a series of direct
extents. Accessing a file using direct extents is inherently faster than accessing
the same data using indirect extents. Internal tests have shown performance
degradation in OLTP throughput when using indirect extent access. In addition,
this type of preallocation causes no fragmentation of the file system.

You must preallocate Quick I/O files because they cannot be extended through
writes using their Quick I/O interfaces. They are initially limited to the maximum
size you specify at the time of creation.

See “Extending a Quick /O file” on page 42.

Use a special file naming convention to access the files

VxFS uses a special naming convention to recognize and access Quick I/O files
as raw character devices. VxFS recognizes the file when you add the following
extension to a file name:

::cdev:vxfs:

Whenever an application opens an existing VxFS file with the extension
::cdev:vxfs: (cdev being an acronym for character device), the file is treated
as if it were a raw device. For example, if the file temp01 is a regular VxFS file,
then an application can access temp01 as a raw character device by opening
it with the name:

.tempOl::cdev:vxfs:

Note: We recommend reserving the : :cdev:vxfs: extension only for Quick
1/O files. If you are not using Quick I/O, you could technically create a regular
file with this extension; however, doing so can cause problems if you later enable
Quick I/0.

Depending on whether you are creating a new database or are converting an existing
database to use Quick 1/O, you have the following options:

If you are creating a new database to use Quick 1/O:

You can use the giomkfile command to preallocate space for database files
and make them accessible to the Quick I/O interface.
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Creating DB2 database containers as Quick /O files using qiomkfile Creating Sybase files as Quick /O files

using qgiomkfile

See “Creating DB2 database containers as Quick I/O files using giomkfile
Creating Sybase files as Quick I/O files using giomkfile” on page 33.

= You can use the setext command to preallocate space for database files and
create the Quick I/O files.
See “Preallocating space for Quick I/O files using the setext command”
on page 38.

If you are converting an existing database:

= You can create symbolic links for existing VxFS files, and use these symbolic
links to access the files as Quick I/O files.
See “Accessing regular VxFS files as Quick 1/O files” on page 40.

Creating DB2 database containers as Quick 1/0
files using giomkfile Creating Sybase files as
Quick I/O files using qiomkfile

The best way to preallocate space for tablespace containers and to make them
accessible using the Quick 1/O interface is to use the giomkfile. You can use the
giomkfile to create the Quick /O files for either temporary or permanent
tablespaces.

For DB2, you can create Database Managed Space (DMS) containers with the type
'DEVICE' using Quick 1/0.

Prerequisites = You can create Quick I/O files only on VxFS file systems.
» Ifyou are creating containers on an existing file system, run fsadm
(or similar utility) to report and eliminate fragmentation.
= You must have read/write permissions on the directory in which you
intend to create database Quick I/Ofiles.

Usage notes s The giomkfile command creates two files: a regular file with
preallocated, contiguous space, and a file that is a symbolic link
pointing to the Quick 1/0O name extension.

»  See the giomkfile(1M) manual page for more information.

-a Creates a symbolic link with an absolute path name for a specified file.
Use the -a option when absolute path names are required. However,
the default is to create a symbolic link with a relative path name.

-e Extends a file by a specified amount to allow tablespace resizing.

See “Extending a Quick I/O file” on page 42.



Improving database performance with Veritas Quick I/O | 34
Creating DB2 database containers as Quick /O files using qiomkfile Creating Sybase files as Quick /O files
using qgiomkfile

-r Increases the file to a specified size to allow Sybase tablespace resizing.

See “Extending a Quick I/O file” on page 42.

-s Specifies the space to preallocate for a file in bytes, kilobytes,
megabytes, gigabytes, or sectors (512 bytes) by adding a k, K, m, M, g,
G, s, or s suffix. The default is bytes—you do not need to attach a suffix
to specify the value in bytes. The size of the file that is preallocated is
the total size of the file (including the header) rounded to the nearest
multiple of the file system block size.

Warning: Exercise caution when using absolute path names. Extra steps may be
required during database backup and restore procedures to preserve symbolic
links. If you restore files to directories different from the original paths, you must
change the symbolic links that use absolute path names to point to the new path
names before the database is restarted.
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using qgiomkfile

To create a DB2 container as a Quick /O file using giomkfile

1 Create a Quick I/O-capable file using the giomkfile command:
# /opt/VRTS/bin/qiomkfile -s file size /mount point/filename

For example, to show how to create a 100MB Quick 1/0O-capable file named
dbfile on the VXFS file system /db01 using a relative path name:

# /opt/VRTS/bin/qiomkfile -s 100m /db0l/dbfile

# 1s -al
—-rw-r--r-- 1 db2instl db2iadml 104857600 Oct 2 13:42 .dbfile
1rwXrwxrwx 1 db2instl db2iadml 19 Oct 2 13:42 dbfile -> \

.dbfile::cdev:vxfs:

2 Create tablespace containers using this file with the following SQL statements:

$ db2 connect to database

$ db2 create tablespace tbsname managed by database using \
( DEVICE /mount_point/filename size )

$ db2 terminate

In the example from 1, giomkfile creates a regular file named /db01/dbfile,
which has the real space allocated. Then, giomkfile creates a symbolic link
named /db01/dbfile. This symbolic link is a relative link to the Quick 1/0
interface for /db01/.dbfile, thatis, tothe .dbfile: :cdev:vxfs: file. The
symbolic link allows .dbfile to be accessed by any database or application
using its Quick 1/O interface.

We can then add the file to the DB2 database prop:

$ db2 connect to PROD

$ db2 create tablespace NEWTBS managed by database using \
( DEVICE '/db0l1/dbfile' 100m )

$ db2 terminate
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Creating DB2 database containers as Quick /O files using qiomkfile Creating Sybase files as Quick /O files

using qgiomkfile

To create a Sybase database file as a Quick I/O file using giomkfile

1

Create a database file using the giomkfile command:
# /opt/VRTS/bin/qiomkfile -s file size /mount point/filename

For example, to show how to create a 100MB database file named dofile on
the VXFS file system /db01 using a relative path name:

# /opt/VRTS/bin/qiomkfile -s 100m /db0l/dbfile

$ 1s -al
—rw-r--r-- 1 sybase sybase 104857600 Oct 2 13:42 .dbfile
1rWXIWXIwx 1 sybase sybase 19 Oct 2 13:42 dbfile -> \

.dbfile::cdev:vxfs:
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Creating DB2 database containers as Quick /O files using qiomkfile Creating Sybase files as Quick /O files

using qgiomkfile

Add a device to the Sybase dataserver device pool for the Quick /O file using
the disk init command:

isql -Usa -Psa_password -Sdataserver_ name
disk init
name="device name”,

physname="/mount point/filename”,

$
>
>
>
> vdevno="device number”,
> size=51200

> go

> alter database production on new device=file size
>

go

The size is in 2K units. The Enterprise Reference manual contains more
information on the disk init command.

In the example from 1, giomkfile creates aregular file named /db01/.dbfile,
which has the real space allocated. Then, giomkfile creates a symbolic link
named /db01/dbfile. The symbolic link is a relative link to the Quick I/O
interface for /db01/.dbfile, thatis, to the .dbfile::cdev:vxfs: file. The
symbolic link allows .dbfile to be accessed by any database or application
using its Quick 1/O interface.

The device size is a multiple of 2K pages. In the example, 51200 times 2K
pages is 104857600 bytes. The giomkfile command must use this size.

An example to show how to add a 100MB Quick I/O file named dbfile to the
list of devices used by database production, using the disk init command:

$ isql -Usa -Psa_password -Sdataserver_ name

> disk init

> name="new device",

> physname="/db01/dbfile",

> vdevno="device number",

> size=51200

> go

> alter database production on new device=100
>

go

See the Sybase Adaptive Server Enterprise Reference Manual.
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3 Use the file to create a new segment or add to an existing segment.

To add a new segment:

$ isql -Usa -Psa_password -Sdataserver name
> sp_ addsegment new segment, db name, device name
> go

To extend a segment:

$ isql -Usa -Psa_password -Sdataserver_ name
> sp extendsegment segment name, db name, device name

> go

An example to show how to create a new segment, named segment2, for device
dbfile on database production:

$ isql -Usa_password -Sdataserver_name
> sp_addsegment segment2, production, dbfile
> go

An example to show how to extend a segment, named segment1, for device
dbfile on database production:

$ isql -Usa_password -Sdataserver name
> sp_extendsegment segmentl, production, dbfile

> go

See the Sybase Adaptive Server Enterprise Reference Manual.

Preallocating space for Quick 1/O files using the
setext command

As an alternative to using the giomkfile command, you can also use the VxFS
setext command to preallocate space for database files.

Before preallocating space with setext, make sure the following conditions have

been met:
Prerequisites » The setext command requires superuser (root) privileges.
Usage notes = You can use the chown command to change the owner and group

permissions on the file after you create it.
See the setext (1M) manual page for more information.
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To create a Quick I/O database file using setext

1 Access the VxFS mount point and create a file:
# cd /mount point

# touch .filename

2 Use the setext command to preallocate space for the file:

# /opt/VRTS/bin/setext -r size -f noreserve -f chgsize \
.filename

3 Create a symbolic link to allow databases or applications access to the file
using its Quick 1/O interface:

# 1n -s .filename: :cdev:vxfs: filename
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4 Change the owner and group permissions on the file.

For example, for DB2:

# chown db2instl:db2iadml .filename
# chmod 660 .dbfile
For example, for Sybase:

# chown sybase:sybase .filename

# chmod 660 .filename

5 To access the mountpoint for the database:

For example, for /db01, create a container, preallocate the space, and change
the permissions:

# ed /db01

# touch .dbfile

# /opt/VRTS/bin/setext -r 100M -f noreserve -f chgsize .dbfile
# 1ln -s .dbfile::cdev:vxfs: dbfile

For DB2:

# chown db2instl:db2iadml .dbfile
# chmod 660 .dbfile

For Sybase:

# chown sybase:sybase .dbfile

# chmod 660 .dbfile

Accessing regular VxFS files as Quick I/O files

You can access regular VxFS files as Quick I/O files using the : : cdev:vxfs: name
extension.

While symbolic links are recommended because they provide easy file system
management and location transparency of database files, the drawback of using
symbolic links is that you must manage two sets of files (for instance, during
database backup and restore).
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Usage notes = If possible, use relative path names instead of absolute path names
when creating symbolic links to access regular files as Quick /O
files. Using relative path names prevents copies of the symbolic link
from referring to the original file when the directory is copied. This
is important if you are backing up or moving database files with a
command that preserves the symbolic link.

However, some applications require absolute path names. If a file
is then relocated to another directory, you must change the symbolic
link to use the new absolute path. Alternatively, you can put all the
symbolic links in a directory separate from the data directories. For
example, you can create a directory named /database and put all
the symbolic links there, with the symbolic links pointing to absolute
path names.
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To access an existing regular file as a Quick I/O file on a VxFS file system

1 Access the VXFS file system mount point containing the regular files:

$ cd /mount point

2 Create the symbolic link:

S mv filename .filename

$ 1ln -s .filename::cdev:vxfs: filename
This example shows how to access the VxFS file dbfile as a Quick I/O file:

$ ed /db01
$ mv dbfile .dbfile
$ 1n -s .dbfile::cdev:vxfs: dbfile

This example shows how to confirm the symbolic link was created:

S 1ls -lo .dbfile dbfile

For DB2:
-rw-r--r-- 1 db2instl 104890368 Oct 2 13:42 .dbfile
lrwxrwxrwx 1 db2instl 19 Oct 2 13:42 dbfile ->

.dbfile::cdev:vxfs:

For Sybase:

$ 1s -lo .dbfile dbfile

-rw-r--r-- 1 sybase 104890368 Oct 2 13:42 .dbfile

lrwxrwxrwx 1 sybase 19 Oct 2 13:42 dbfile ->

.dbfile::cdev:vxfs:

Extending a Quick 1/O file

Although Quick I/O files must be preallocated, they are not limited to the preallocated
sizes. You can grow or “extend” a Quick I/O file by a specific amount or to a specific
size, using options to the giomkfile command. Extending Quick I/O files is a fast,
online operation and offers a significant advantage over using raw devices.

Before extending a Quick I/O file, make sure the following conditions have been
met:
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Prerequisites = You must have sufficient space on the file system to extend the
Quick I/O file.
Usage notes = You can also grow VxFS file systems online (provided the underlying

disk or volume can be extended) using the fsadm command. You
can expand the underlying volume and the filesystem with the
vxresize command.

= You must have superuser (root) privileges to resize VxFS file
systems using the £sadm command.

= For Sybase: although you have the ability to extend a Quick 1/O file,
you cannot resize a database device in Sybase once it is initialized.
However, with the ability to grow the volumes and file systems online,
you can easily allocate new database devices to be used for new
segments and to extend existing segments.

n Seethe fsadm vxfs (1M)and giomkfile (1M) manual pages
for more information.

The following options are available with the qiomkfile command:

-e Extends the file by a specified amount to allow resizing.

-r Increases the file to a specified size to allow resizing.

To extend a Quick /O file

1 If required, ensure the underlying storage device is large enough to contain a
larger VxFS file system (see the vxassist(1M) manual page for more
information), and resize the VxFS file system using £sadm command:

For Sybase, for example:

# /opt/VRTS/bin/fsadm -b newsize /mount point
where:

= -Db is the option for changing size

= newsize is the new size of the file system in bytes, kilobytes, megabytes,
blocks, or sectors
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= mount_point is the file system's mount point

2 Extend the Quick I/O file using the giomkfile command:
# /opt/VRTS/bin/qiomkfile -e extend amount /mount_point/filename
or
# /opt/VRTS/bin/qiomkfile -r newsize /mount point/filename

An example to show how to grow VxFS file system:
/db01 to 500MB and extend the tbs1 cont001 Quick I/O file by 20MB:

# /opt/VRTS/bin/qiomkfile -e 20M /db01l/tbsl_cont001
# /opt/VRTS/bin/fsadm -b 500M /db01

An example to show how to grow VxFS file system for DB2:

/db01 to 500MB and resize the tbs1 cont001 Quick I/O file to 300MB:
# /opt/VRTS/bin/fsadm -b 500M /db01
# /opt/VRTS/bin/qiomkfile -r 300M /db0l/tbsl_cont001

An example to show how to grow VxFS file system for Sybase:

/db01 to 500MB and resize the dbfrile Quick I/O file to 300MB:
# /opt/VRTS/bin/fsadm -b 500M /db01

# /opt/VRTS/bin/qiomkfile -r 300M /db0l/dbfile

Disabling Quick 1/O

Before disabling Quick I/O, make sure the following condition has been met:

Prerequisite The file system you are planning to remount must be located in the
/etc/vEstab file.

If you need to disable the Quick I/O feature, you first need to convert any Quick I/O
files back to regular VxFS files. Then, remount the VxFS file system using a special
mount option.
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To disable Quick I/O for DB2

1 If the database is active, make it inactive by either shutting down the instance
or disabling user connections.

2 To remount the file system with Quick I/O disabled, use the command as
follows:

# /opt/VRTS/bin/mount -F vxfs -o remount,nogio /mount point

To disable Quick I/0 for Sybase
1 If the database is running, shut it down.

2 To remount the file system with Quick I/O disabled, use the mount -o nogio
command as follows:

# /opt/VRTS/bin/mount -F vxfs -o remount,nogio /mount point
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Cached Quick 1/0O

This chapter includes the following topics:

= About Cached Quick I/0

= Tasks for setting up Cached Quick 1/0O

= Enabling Cached Quick 1/0O on a file system

= Determining candidates for Cached Quick /O

» Enabling and disabling Cached Quick 1/O for individual files

About Cached Quick I/O

Veritas Cached Quick I/0 maintains and extends the database performance benefits
of Veritas Quick 1/O by making more efficient use of large, unused system memory
through a selective buffering mechanism. Cached Quick I/O also supports features
that support buffering behavior, such as file system read-ahead.

Enabling Cached Quick 1/0 on suitable Quick 1/O files improves database
performance by using the file system buffer cache to store data. This data storage
speeds up system reads by accessing the system buffer cache and avoiding disk
I/O when searching for information.

Having data at the cache level improves database performance in the following
ways:
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= Forread operations, Cached Quick 1/0 caches database blocks in the system
buffer cache, which can reduce the number of physical I/O operations and
therefore improve read performance.

= For write operations, Cached Quick I/0 uses a direct-write, copy-behind
technique to preserve its buffer copy of the data. After the direct I/O is scheduled
and while it is waiting for the completion of the I/O, the file system updates its
buffer to reflect the changed data being written out. For online transaction
processing, Cached Quick I/0 achieves better than raw device performance in
database throughput on large platforms with very large physical memories.

= Forsequential table scans, Cached Quick I/O can significantly reduce the query
response time because of the read-ahead algorithm used by Veritas File System.
If a user needs to read the same range in the file while the data is still in cache,
the system is likely to return an immediate cache hit rather than scan for data
on the disk.

How Cached Quick I/O works in a Sybase environment

Cached Quick I/O is a specialized external caching mechanism specifically suitable
to 32-bit ports of the Sybase server. Cached Quick I/O can be used on 64-bit ports
of the Sybase server, but the benefits are not as great. Cached Quick I/O can be
selectively applied to datafiles that are suffering an undesirable amount of physical
disk 1/0O due to insufficient dataserver buffer caches. Cached Quick 1/0 works by
taking advantage of the available physical memory that is left over after the operating
system reserves the amount it needs and the Sybase dataserver buffer cache has
been sized to the maximum capacity allowed within a 32-bit virtual address space.
This extra memory serves as a cache to store file data, effectively serving as a
second-level cache backing the dataserver buffer caches.

For example, consider a system configured with 12GB of physical memory, an
operating system using 1GB, and a total Sybase size of 3.5GB. Unless you have
other applications running on your system, the remaining 7.5GB of memory is
unused. If you enable Cached Quick I/O, these remaining 7.5GB become available
for caching database files.

Note: You cannot allocate specific amounts of the available memory to Cached
Quick I/0. When enabled, Cached Quick I/O takes advantage of available memory.

Cached Quick I/0O is not beneficial for all device files in a database. Turning on
caching for all database device files can degrade performance due to extra memory
management overhead (double buffer copying). You must use file 1/O statistics to
determine which individual database device files benefit from caching, and then
enable or disable Cached Quick I/O for individual device files.
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If you understand the applications that generate load on your database and how
this load changes at different times during the day, you can use Cached Quick 1/0
to maximize performance. By enabling or disabling Cached Quick I/O on a per-file
basis at different times during the day, you are using Cached Quick 1/0O to
dynamically tune the performance of a database.

For example, files that store historical data are not generally used during normal
business hours in a transaction processing environment. Reports that make use of
this historical data are generally run during off-peak hours when interactive database
use is at a minimum. During normal business hours, you can disable Cached Quick
I/0 for database files that store historical data in order to maximize memory available
to other user applications. Then, during off-peak hours, you can enable Cached
Quick 1/0 on the same files when they are used for report generation. This will
provide extra memory resources to the database server without changing any
database configuration parameters. Enabling file system read-ahead in this manner
and buffering read data can provide great performance benefits, especially in large
sequential scans.

You can automate the enabling and disabling of Cached Quick 1/0O on a per-file
basis using scripts, allowing the same job that produces reports to tune the file
system behavior and make the best use of system resources. You can specify
different sets of files for different jobs to maximize file system and database
performance.

Tasks for setting up Cached Quick I/O

To set up and use Cached Quick I/O, you should do the following in the order in
which they are listed:

= Enable Cached Quick I/O on the underlying file systems used for your database.
= Exercise the system in your production environment to generate file I/O statistics.
= Collect the file I/O statistics while the files are in use.

= Analyze the file I/O statistics to determine which files benefit from Cached Quick
1/0.

= Disable Cached Quick I/O on files that do not benefit from caching.

Enabling Cached Quick I/O on a file system

Cached Quick 1/0 depends on Veritas Quick I/O running as an underlying system
enhancement in order to function correctly. Follow the procedures listed here to
ensure that you have the correct setup to use Cached Quick I/O successfully.
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Prerequisites = You must have permission to change file system behavior using the
vxtunefs command to enable or disable Cached Quick 1/0. By
default, you need superuser (root) permissions to run the
vxtunefs command, but other system users do not.

= You must enable Quick I/O on the file system. Quick I/O is enabled
automatically at file system mount time.

If you have correctly enabled Quick 1/0O on your system, you can proceed
to enable Cached Quick /O as follows:

n Set the file system Cached Quick I/O flag, which enables Cached
Quick 1/O for all files in the file system.

n Setting the file system Cached Quick /O flag enables caching for
all files in the file system. You must disable Cached Quick I/O on
individual Quick I/O files that do not benefit from caching to avoid
consuming memory unnecessarily. This final task occurs at the end
of the enabling process.

Enabling and disabling the gio_cache_enable flag

As superuser (root), setthe gio_cache enable flag using the vxtunefs command
after you mount the file system.

To enable the gio_cache_enable flag for a file system

¢ Use the vxtunefs command as follows:
# /opt/VRTS/bin/vxtunefs -s -o qgio_cache_enable=1 /mount point
For example:
# /opt/VRTS/bin/vxtunefs -s -o qio_cache_enable=1 /db02

where /db02 is a VxFS file system containing the Quick I/O files and setting
the gio cache enable flag to “1” enables Cached Quick I/O. This command
enables caching for all the Quick /O files on this file system.
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To disable the flag on the same file system

¢ Use the vxtunefs command as follows:
# /opt/VRTS/bin/vxtunefs -s -o qgio_cache_enable=0 /mount point
For example:
# /opt/VRTS/bin/vxtunefs -s -o qio_cache_enable=0 /db02

where /db02 is a VxFS file system containing the Quick I/O files and setting
the gio cache enable flag to “0” disables Cached Quick I/0. This command
disables caching for all the Quick I/O files on this file system.

Making Cached Quick I/O settings persistent across reboots and

mounts

You can make the Cached Quick 1/O system setting persistent across reboots and
mounts by adding a file system entry in the /etc/vx/tunefstab file.

Note: The tunefstab file is a user-created file. For information on how to create
the file and add tuning parameters, see the tunefstab (4) manual page.

To enable a file system after rebooting

& Put the file system in the /etc/vx/tunefstab file and set the flag entry:
/dev/vx/dsk/dgname/volname gio_cache_enable=1

where:

m /dev/vx/dsk/dgname/volname is the name of a block device
= dgname is the name of the disk group

= volname is the name of the volume

For example:

/dev/vx/dsk/PRODdAg/db0l gio_cache_enable=1
/dev/vx/dsk/PRODdAg/db02 gio_cache_enable=1

where /dev/vx/dsk/PRODdg/db01 is the block device on which the file system
resides.

The tunefstab (4) manual pages contain information on how to add tuning
parameters.

See the tunefstab (4) manual page.
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Note: vxtunefs can specify a mount point or a block device; tunefstab must
always specify a block device only.

Using vxtunefs to obtain tuning information

Check the setting of the gio cache enable flag for each file system using the
vxtunefs command.

To obtain information on only the gio_cache_enable flag setting
& Use the grep command with vxtunefs:
# /opt/VRTS/bin/vxtunefs /mount_point | grep gio_cache_enable
For example:
# /opt/VRTS/bin/vxtunefs /db0l | grep gio_cache_enable

where /db01 is the name of the file system. This command displays only the
gio cache enable setting as follows:

gio_cache _enable = 0
You can also use the vxtunefs command to obtain a more complete list of I/O
characteristics and tuning statistics.
See the vxtunefs (1) manual page.
To obtain information on all vxtunefs system parameters

& Use the vxtunefs command without grep:

# /opt/VRTS/bin/vxtunefs /mount point

For example:
# /opt/VRTS/bin/vxtunefs /db01
The vxtunefs command displays output similar to the following:

Filesystem i/o parameters for /dbOl
read_pref io = 65536
read nstream = 1
read_unit_io = 65536
write pref io = 65536

write nstream = 1

write unit_io = 65536
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pref strength = 10

buf breakup size = 131072
discovered direct iosz = 262144
max direct iosz = 1048576
default indir size = 8192
gio_cache enable = 0
odm_cache_enable = 0

write throttle = 0
max_diskq = 1048576

initial extent size =1

max_ seqio extent size = 2048
max buf data size = 8192

hsm write prealloc = 0

1

inode_aging size = 0

read_ahead =
inode_aging count = 0
fcl maxalloc = 887660544
fcl keeptime = 0

fcl winterval = 3600

fcl ointerval = 600

oltp load = 0

delicache enable = 1

thin friendly alloc = 0
dalloc_enable = 1
dalloc limit = 90

The vxtunefs(1) manual pages contain a complete description of vxtunefs
parameters and the tuning instructions.

See the vxtunefs(1) manual page.

Determining candidates for Cached Quick I/0

Determining which files can benefit from Cached Quick I/O is an iterative process
that varies with each application. For this reason, you may need to complete the
following steps more than once to determine the best possible candidates for Cached
Quick I/0.

Before determining candidate files for Quick 1/0, make sure the following conditions
have been met:

Prerequisites » You must enable Cached Quick I/O for the file systems.

Usage notes = See the giostat (1M) manual page for more information.
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About I/O statistics for Sybase

The output of the giostat command is the primary source of information to use in
deciding whether to enable or disable Cached Quick I/O on specific files. Statistics
are printed in two lines per object.

The second line of information is defined as follows:

= CREAD is the number of reads from the VxFS cache (or total number of reads to
Quick 1/O files with cache advisory on)

= PREAD is the number of reads going to the disk for Quick /O files with the cache
advisory on

m HIT RATIO is displayed as a percentage and is the number of cREADS minus
the number of PreaDS times 100 divided by the total number of creaDs. The
formula looks like this:

(CREADs - PREADs) * 100/ CREADs
The giostat -1 command output looks similar to the following:

/db01/sysprocs.dbf 17128 9634 68509 38536 24.8 0.4
17124 15728 8.2

/dbl/master.dbf 6 1 21 4 10.0 0.0
6 6 0.0

/db01/user.dbf 62552 38498 250213 153992 21.9 0.4
62567 49060 21.6

Analyze the output to find out where the cache-hit ratio is above a given threshold.
A cache-hit ratio above 20 percent on a file for a given application may be sufficient
to justify caching on that file. For systems with larger loads, the acceptable ratio
may be 30 percent or above. Cache-hit-ratio thresholds vary according to the
database type and load.

Using the sample output above as an example, the file /db01/master.dbf does
not benefit from the caching because the cache-hit ratio is zero. In addition, the file
receives very little /O during the sampling duration.

However, the file /db01/user.dbf has a cache-hit ratio of 21.6 percent. If you have
determined that, for your system and load, this figure is above the acceptable
threshold, it means the database can benefit from caching. Also, study the numbers
reported for the read and write operations. When you compare the number of reads
and writes for the /db01/user. dbf file, you see that the number of reads is roughly
twice the number of writes. You can achieve the greatest performance gains with
Cached Quick 1/0 when using it for files that have higher read than write activity.
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Based on these two factors, /db01/user.dbf is a prime candidate for Cached
Quick I/0.

Collecting /O statistics

Once you have enabled Cached Quick 1/0O on a file system, you need to collect
statistics to determine and designate the files that can best take advantage of its
benefits.

To collect statistics needed to determine files that benefit from Cached Quick
110

1 Reset the giostat counters by entering:

$ /opt/VRTS/bin/qiostat -r /mount point/filenames

2 Run the database under full normal load and through a complete cycle (24 to
48 hours in most cases) to determine your system |/O patterns and database
traffic in different usage categories (for example, OLTP, reports, and backups)
at different times of the day.

3  While the database is running, run giostat -1 to report the caching statistics
as follows:

$ /opt/VRTS/bin/qiostat -1 /mount_point/filenames

or, use the -1i option to see statistic reports at specified intervals:
$ /opt/VRTS/bin/qiostat -i n /mount_point/filenames
where n is time in seconds

For example:

To collect 1/0 statistics from all database files on file system :

$ /opt/VRTS/bin/qgiostat -1 /db01l/*.dbf

Effects of read-aheads on |I/O statistics

The number of crREADs in the giostat output is the total number of reads performed,
including Cached Quick 1/0, and the number of PrREADS is the number of physical
reads. The difference between crReaDs and PREADS (CREADS - PREADS) is the number
of reads satisfied from the data in the file system cache. Thus, you expect that the
number of pPrREADS would always be equal to or lower than the number of crReaDS.
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However, the PREADS counter also increases when the file system performs
read-aheads. These read-aheads occur when the file system detects sequential
reads. In isolated cases where cache hits are extremely low, the output from giostat
could show that the number of crReaDs is lower than the number of PrEADS. The
cache-hit ratio calculated against these crReEaD/PREAD values is misleading when
used to determine whether Cached Quick I/O should be enabled or disabled.

For DB2, you can make a more accurate decision based on a collective set of
statistics by gathering multiple sets of data points. Consequently, you might want
to enable Cached Quick I/O for all the container files that contain a particular table,
across multiple tablespaces used by a given database, even if the containers in
just one of the tablespaces exhibited a high cache hit ratio. In general, we expect
all containers in a tablespace to have approximately the same cache hit ratio.

For Sybase, you can make a more accurate decision based on a collective set of
statistics by gathering multiple sets of data points. Consequently, you might want
to enable Cached Quick I/O for all the data files in a given tablespace, even if just
one of the files exhibited a high cache-hit ratio.

Other tools for analysis

While the output of the giostat command is the primary source of information to
use in deciding whether to enable Cached Quick 1/O on specific files, we also
recommend using other tools in conjunction with giostat. For example,
benchmarking software that measures database throughput is also helpful. If a
benchmark test in which Cached Quick I/O was enabled for a certain set of data
files resulted in improved performance, you can also use those results as the basis
for enabling Cached Quick /0.

Enabling and disabling Cached Quick 1/O for
individual files

After using qiostat or other analysis tools to determine the appropriate files for
Cached Quick I/0, you need to disable Cached Quick I/O for those individual files
that do not benefit from caching using the gioadmin command.

Prerequisites » Enable Cached Quick I/O for the file system before enabling or
disabling Cached Quick /O at the individual file level.
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Usage notes » You can enable or disable Cached Quick I/O for individual files while

the database is online.

= You should monitor files regularly using giostat to ensure that a
file's cache-hit ratio has not changed enough to reconsider enabling
or disabling Cached Quick I/O for the file.

» Enabling or disabling Cached Quick I/O for an individual file is also
referred to as setting the cache advisory on or off.

s See the gioadmin (1) manual page.

Setting cache advisories for individual files

You can enable and disable Cached Quick I/O for individual files by changing the
cache advisory settings for those files.

To disable Cached Quick I/O for an individual file

¢ Use the gioadmin command to set the cache advisory to orF as follows:
$ /opt/VRTS/bin/qioadmin -S filename=OFF /mount_point

For example for DB2, to disable Cached Quick I/O for the file /db01/dbfile,
set the cache advisory to orF:

$ /opt/VRTS/bin/giocadmin -S dbfile=OFF /db01l

For example for Sybase, to disable Cached Quick I/O for the file
/db01/master.dbf, set the cache advisory to oFF:

$ /opt/VRTS/bin/qioadmin -S master.dbf=OFF /db01l

To enable Cached Quick I/O for an individual file

¢ Use the gioadmin command to set the cache advisory to on as follows:
$ /opt/VRTS/bin/qiocadmin -S filename=ON /mount point

For example for DB2, running qiostatshows the cache hit ratio for the file
/db01/dbfilereaches a level that would benefit from caching. To enable
Cached Quick /O for the file /db01/dbfile, set the cache advisory to on:

$ /opt/VRTS/bin/qiocadmin -S dbfile=ON /db01

For example for Sybase, running qgiostatshows the cache hit ratio for the file
/db01/master.dbfreaches a level that would benefit from caching. To enable
Cached Quick I/O for the file /db01/master.dbf, set the cache advisory to on:

$ /opt/VRTS/bin/qiocadmin -S master/dbf=ON /db01
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Making individual file settings for Cached Quick I/O persistent

You can make the enable or disable individual file settings for Cached Quick I/O
persistent across reboots and mounts by adding cache advisory entries in the
/etc/vx/qiocadmin file.

Cache advisories set using the gioadmin command are stored as extended attributes
of the file in the inode. These settings persist across file system remounts and
system reboots, but these attributes are not backed up by the usual backup methods,
so they cannot be restored. Therefore, always be sure to reset cache advisories
after each file restore. This is not necessary if you maintain the cache advisories
for Quick I/O files in the /etc/vx/gioadmin file.

To enable or disable individual file settings for Cached Quick I/O automatically
after a reboot or mount

& Add cache advisory entries in the /etc/vx/gioadmin file as follows:
device=/dev/vx/dsk/<diskgroup>/<volume>
filenamel, OFF
filenameZ2, OFF
filename3, OFF
filename4,ON

For example, to make the Cached Quick I/O settings for individual files in the
/dbo1 file system persistent, edit the /etc/vx/gioadmin file similar to the
following:

#

# List of files to cache in /db0l1 file system
#

device=/dev/vx/dsk/PRODdg/db01

For DB2

dbfile01l,OFF
dbfile02, OFF
dbfile03,OFF

For Sybase

user.dbf,ON
sysprocs.dbf, OFF
master.dbf, OFF
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Determining individual file settings for Cached Quick I/O using
gioadmin
You can determine whether Cached Quick I/O is enabled or disabled for individual
files by displaying the file's cache advisory setting using the gioadmin command.

Note: To verify caching, always check the setting of the flag gio cache enable
using vxtunefs, along with the individual cache advisories for each file.

To display the current cache advisory settings for a file

¢ Use the gioadmin command with the -p option as follows:
$ /opt/VRTS/bin/qiocadmin -P filename /mount point

For example for DB2, to display the current cache advisory setting for the file
dbfilein the /dpo1file system:

$ /opt/VRTS/bin/qiocadmin -P dbfile /db0l
dbfile, OFF

For example for Sybase, to display the current cache advisory setting for the
file sysprocs.dbfin the /dbo1file system:

$ /opt/VRTS/bin/qioadmin -P sysprocs.dbf /db01l

sysprocs.dbf, OFF
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This chapter includes the following topics:
= About Concurrent I/O

= Tasks for enabling and disabling Concurrent 1/O

About Concurrent I/O

Concurrent I/0 improves the performance of regular files on a VxFS file system
without the need for extending namespaces and presenting the files as devices.
This simplifies administrative tasks and allows databases, which do not have a
sequential read/write requirement, to access files concurrently. This chapter
describes how to use the Concurrent I/O feature.

Quick 1/O is an alternative solution for DMS tablespaces.

In some cases (for example, if the system has extra memory), Cached Quick 1/0
may further enhance performance.

See “About Cached Quick I/O” on page 46.

How Concurrent I/0O works

Traditionally, UNIX semantics require that read and write operations on a file occur
in a serialized order. Because of this, a file system must enforce strict ordering of
overlapping read and write operations. However, databases do not usually require
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this level of control and implement concurrency control internally, without using a
file system for order enforcement.

The Concurrent 1/O feature removes these semantics from the read and write
operations for databases and other applications that do not require serialization.

The benefits of using Concurrent I/O are:

= Concurrency between a single writer and multiple readers
= Concurrency among multiple writers

= Minimalization of serialization for extending writes

» Al I/Os are direct and do not use file system caching

» |/O requests are sent directly to file systems

= Inode locking is avoided

Tasks for enabling and disabling Concurrent 1/0

Concurrent I/O is not turned on by default and must be enabled manually. You will
also have to manually disable Concurrent I/O if you choose not to use it in the future.

You can perform the following tasks:
= Enable Concurrent I/0

s Disable Concurrent I/O

Enabling Concurrent I/O for Sybase

Because you do not need to extend name spaces and present the files as devices,
you can enable Concurrent I/O on regular files.

Before enabling Concurrent 1/O, review the following:

Prerequisites = To use the Concurrent I/O feature, the file system must be a VxFS
file system.
= Make sure the mount point on which you plan to mount the file
system exists.
» Make sure the DBA can access the mount point.

To enable Concurrent I/0 on a file system using mount with the -o cio option

¢ Mount the file system using the mount command as follows:

# /usr/sbin/mount -F vxfs -o cio special /mount_point
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where:
= Special is a block special device.
= /mount_point is the directory where the file system will be mounted.

For example for Sybase, to mount a file system named /datavo1on a mount point
named /sybasedata:

# /usr/sbin/mount -F vxfs -o cio /dev/vx/dsk/sybasedg/datavol \
/sybasedata

The following is an example of mounting a directory (where the new SMS containers
are located) to use Concurrent I/0.

To mount an SMS container named /containerl on a mount point named /mysms:

# /usr/sbin/mount -Vt namefs -o cio /datavol/mysms/containerl /mysms

Disabling Concurrent I/O for Sybase

If you need to disable Concurrent /O, unmount the VxFS file system and mount it
again without the mount option.

To disable Concurrent I/O on a file system using the mount command
1 Shutdown the Sybase instance.
2 Unmount the file sytem using the umount command.

3 Mount the file system again using the mount command without using the -o
cio option.
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This chapter includes the following topics:
= About point-in-time copies
= When to use point-in-time copies

= About Storage Foundation point-in-time copy technologies

About point-in-time copies

Storage Foundation offers a flexible and efficient means of managing
business-critical data. Storage Foundation lets you capture an online image of an
actively changing database at a given instant, called a point-in-time copy.

More and more, the expectation is that the data must be continuously available
(24x7) for transaction processing, decision making, intellectual property creation,
and so forth. Protecting the data from loss or destruction is also increasingly
important. Formerly, data was taken out of service so that the data did not change
while data backups occured; however, this option does not meet the need for minimal
down time.

A point-in-time copy enables you to maximize the online availability of the data.
You can perform system backup, upgrade, or perform other maintenance tasks on
the point-in-time copies. The point-in-time copies can be processed on the same
host as the active data, or a different host. If required, you can offload processing
of the point-in-time copies onto another host to avoid contention for system resources
on your production server. This method is called off-host processing. If implemented
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correctly, off-host processing solutions have almost no impact on the performance
of the primary production system.

Implementing point-in time copy solutions on a primary host

Figure 7-1 illustrates the steps that are needed to set up the processing solution
on the primary host.

Figure 7-1 Using snapshots and FastResync to implement point-in-time copy
solutions on a primary host
Primary host
——
1. Prepare the volumes JE—
If required, create a cache or empty ™ Cache or !
volume in the disk group, and use vxsnap Volume | empty |
prepare to prepare volumes for snapshot L volume
creation.
2. Create instant snapshot volumes
Use vxsnap make to create instant Snapshot
snapshot volumes of one or more Volume volume
volumes.
3. Refresh the instant snapshots
If required, use vxsnap refresh to update the Snapshot
snapshot volumes and make them ready for Volume volume - — — -
more processing. \
|
4. Apply processing |
Apply the desired processing application Snapshot @ _
to the snapshot volumes. Volume volume ,@. Repeat steps
3and 4 as
required.

Note: The Disk Group Split/Join functionality is not used. As all processing takes
place in the same disk group, synchronization of the contents of the snapshots from
the original volumes is not usually required unless you want to prevent disk
contention. Snapshot creation and updating are practically instantaneous.

Figure 7-2 shows the suggested arrangement for implementing solutions where
the primary host is used and disk contention is to be avoided.
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Figure 7-2 Example point-in-time copy solution on a primary host

Primary host

—

! A 2 SCSil or Fibre
+ Channel connectivity

Disks containing primary Disks containing synchronized
volumes used to hold full-sized instant snapshot
production databases or file volumes

systems

In this setup, it is recommended that separate paths (shown as 1 and 2) from
separate controllers be configured to the disks containing the primary volumes and
the snapshot volumes. This avoids contention for disk access, but the primary host’s
CPU, memory and I/O resources are more heavily utilized when the processing
application is run.

Note: For space-optimized or unsynchronized full-sized instant snapshots, it is not
possible to isolate the I/O pathways in this way. This is because such snapshots

only contain the contents of changed regions from the original volume. If applications
access data that remains in unchanged regions, this is read from the original volume.

Implementing off-host point-in-time copy solutions

Figure 7-3 illustrates that, by accessing snapshot volumes from a lightly loaded
host (shown here as the OHP host), CPU- and I/O-intensive operations for online
backup and decision support are prevented from degrading the performance of the
primary host that is performing the main production activity (such as running a
database).
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Figure 7-3 Example implementation of an off-host point-in-time copy solution

Primary Host OHP host
| | ————— Network

— —

! 2 SCSI or Fibre
Channel connectivity
Disks containing primary Disks containing snapshot
volumes used to hold volumes
production databases or file
systems

Also, if you place the snapshot volumes on disks that are attached to host controllers
other than those for the disks in the primary volumes, it is possible to avoid
contending with the primary host for I/O resources. To implement this, paths 1 and
2 shown in the Figure 7-3 should be connected to different controllers.

Figure 7-4 shows an example of how you might achieve such connectivity using
Fibre Channel technology with 4 Fibre Channel controllers in the primary host.
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Figure 7-4 Example connectivity for off-host solution using redundant-loop
access
Primary host OHP host
| | ————— Network

I:.|| ———

T E]E FI=IEE:

——— Fibre Channel
hubs or switches

IR0

Disk arrays

This layout uses redundant-loop access to deal with the potential failure of any
single component in the path between a system and a disk array.

Note: On some operating systems, controller names may differ from what is shown
here.

Figure 7-5 shows how off-host processing might be implemented in a cluster by
configuring one of the cluster nodes as the OHP node.
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Figure 7-5 Example implementation of an off-host point-in-time copy solution
using a cluster node
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Figure 7-6 shows an alternative arrangement, where the OHP node could be a
separate system that has a network connection to the cluster, but which is not a
cluster node and is not connected to the cluster’s private network.

Figure 7-6 Example implementation of an off-host point-in-time copy solution
using a separate OHP host
Cluster OHP host
|| || | _—_—— - Network

L Vi
|| =" = — ’
i

! 2 SCSiI or Fibre
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LODLCOOTOD) ()

Disks containing primary Disks containing snapshot
volumes used to hold volumes used to implement
production databases or off-host processing solutions

file systems
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Note: For off-host processing, the example scenarios in this document assume
that a separate OHP host is dedicated to the backup or decision support role. For
clusters, it may be simpler, and more efficient, to configure an OHP host that is not
a member of the cluster.

Figure 7-7 illustrates the steps that are needed to set up the processing solution
on the primary host.



Figure 7-7

1. Prepare the volumes

If required, create an empty volume
in the disk group, and use vxsnap
prepare to prepare volumes for
snapshot creation.

2. Create snapshot volumes
Use vxsnap make to create
synchronized snapshot volumes.
(Use vxsnap print to check the
status of synchronization.)

3. Refresh snapshot mirrors

If required, use vxsnap refresh to
update the snapshot volumes.
(Use vxsnap print to check the
status of synchronization.)

4. Split and deport disk group

Use vxdg split to move the disks
containing the snapshot volumes to
a separate disk group. Use vxdg
deport to deport this disk group.

5. Import disk group

Use vxdg import to import the disk
group containing the snapshot
volumes on the OHP host.

6. Apply off-host processing

Apply the desired off-host
processing application to the
snapshot volume on the OHP host.

7. Deport disk group

Use vxdg deport to deport the disk
group containing the snapshot
volumes from the OHP host.

8. Import disk group

Use vxdg import to import the disk
group containing the snapshot
volumes on the primary host.

9. Join disk groups

Use vxdg join to merge the disk
group containing the snapshot
volumes with the original volumes’
disk group.
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through 9 as required

Disk Group Split/Join is used to split off snapshot volumes into a separate disk
group that is imported on the OHP host.
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Note: As the snapshot volumes are to be moved into another disk group and then
imported on another host, their contents must first be synchronized with the parent
volumes. On reimporting the snapshot volumes, refreshing their contents from the
original volume is speeded by using FastResync.

When to use point-in-time copies

The following typical activities are suitable for point-in-time copy solutions
implemented using Veritas InfoScale FlashSnap:

= Data backup —Many enterprises require 24 x 7 data availability. They cannot
afford the downtime involved in backing up critical data offline. By taking
snapshots of your data, and backing up from these snapshots, your
business-critical applications can continue to run without extended downtime
or impacted performance.

= Providing data continuity —To provide continuity of service in the event of primary
storage failure, you can use point-in-time copy solutions to recover application
data. In the event of server failure, you can use point-in-time copy solutions in
conjunction with the high availability cluster functionality of SFCFSHA or SFHA.

= Decision support analysis and reporting—Operations such as decision support
analysis and business reporting may not require access to real-time information.
You can direct such operations to use a replica database that you have created
from snapshots, rather than allow them to compete for access to the primary
database. When required, you can quickly resynchronize the database copy
with the data in the primary database.

= Testing and training—Development or service groups can use snapshots as
test data for new applications. Snapshot data provides developers, system
testers and QA groups with a realistic basis for testing the robustness, integrity
and performance of new applications.

= Database error recovery—Logic errors caused by an administrator or an
application program can compromise the integrity of a database. You can recover
a database more quickly by restoring the database files by using Storage
Checkpoints or a snapshot copy than by full restoration from tape or other backup
media.
Use Storage Checkpoints to quickly roll back a database instance to an earlier
point in time.

= Cloning data—You can clone your file system or application data. This
functionality enable you to quickly and efficiently provision virtual desktops.

All of the snapshot solutions mentioned above are also available on the disaster
recovery site, in conjunction with Volume Replicator.
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For more information about snapshots with replication, see the Veritas InfoScale
7.3.1 Replication Administrator's Guide.

Storage Foundation provides several point-in-time copy solutions that support your
needs, including the following use cases:

= Creating a replica database for decision support.
See “Using a replica database for decision support” on page 119.

= Backing up and recovering a database with snapshots.
See “Online database backups” on page 82.

= Backing up and recovering an off-host cluster file system
See “Backing up on an off-host cluster file system” on page 100.

= Backing up and recovering an online database.
See “Database recovery using Storage Checkpoints” on page 109.

About Storage Foundation point-in-time copy
technologies

This topic introduces the point-in-time copy solutions that you can implement using
the Veritas FlashSnap™ technology. Veritas FlashSnap technology requires a
Veritas InfoScale Enterprise or Storage licenses.

Veritas InfoScale FlashSnap offers a flexible and efficient means of managing
business critical data. It allows you to capture an online image of actively changing
data at a given instant: a point-in-time copy. You can perform system backup,
upgrade and other maintenance tasks on point-in-time copies while providing
continuous availability of your critical data. If required, you can offload processing
of the point-in-time copies onto another host to avoid contention for system resources
on your production server.

The following kinds of point-in-time copy solution are supported by the FlashSnap
license:

= Volume-level solutions. There are several types of volume-level snapshots.
These features are suitable for solutions where separate storage is desirable
to create the snapshot. For example, lower-tier storage. Some of these
techniques provided exceptional offhost processing capabilities.

= File system-level solutions use the Storage Checkpoint feature of Veritas File
System. Storage Checkpoints are suitable for implementing solutions where
storage space is critical for:

= File systems that contain a small number of mostly large files.
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= Application workloads that change a relatively small proportion of file system
data blocks (for example, web server content and some databases).

= Applications where multiple writable copies of a file system are required for
testing or versioning.
See “Storage Checkpoints” on page 74.

= File level snapshots.
The FileSnap feature provides snapshots at the level of individual files.

Volume-level snapshots

A volume snapshot is an image of a Veritas Volume Manager (VxVM) volume at a
given point in time. You can also take a snapshot of a volume set.

Volume snapshots allow you to make backup copies of your volumes online with
minimal interruption to users. You can then use the backup copies to restore data
that has been lost due to disk failure, software errors or human mistakes, or to
create replica volumes for the purposes of report generation, application
development, or testing.

Volume snapshots can also be used to implement off-host online backup.

Physically, a snapshot may be a full (complete bit-for-bit) copy of the data set, or
it may contain only those elements of the data set that have been updated since
snapshot creation. The latter are sometimes referred to as allocate-on-first-write
snapshots, because space for data elements is added to the snapshot image only
when the elements are updated (overwritten) for the first time in the original data
set. Storage Foundation allocate-on-first-write snapshots are called space-optimized
snapshots.

Persistent FastResync of volume snapshots

If persistent FastResync is enabled on a volume, VxVM uses a FastResync map
to keep track of which blocks are updated in the volume and in the snapshot.

When snapshot volumes are reattached to their original volumes, persistent
FastResync allows the snapshot data to be quickly refreshed and re-used. Persistent
FastResync uses disk storage to ensure that FastResync maps survive both system
and cluster crashes. If persistent FastResync is enabled on a volume in a private
disk group, incremental resynchronization can take place even if the host is rebooted.

Persistent FastResync can track the association between volumes and their
snapshot volumes after they are moved into different disk groups. After the disk
groups are rejoined, persistent FastResync allows the snapshot plexes to be quickly
resynchronized.
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Data integrity in volume snapshots

A volume snapshot captures the data that exists in a volume at a given point in
time. As such, VxVM does not have any knowledge of data that is cached in memory
by the overlying file system, or by applications such as databases that have files
open in the file system. Snapshots are always crash consistent, that is, the snapshot
can be put to use by letting the application perform its recovery. This is similar to
how the application recovery occurs after a server crash. If the £sgen volume usage
type is set on a volume that contains a mounted Veritas File System (VxFS), VxXVM
coordinates with VXFS to flush data that is in the cache to the volume. Therefore,
these snapshots are always VxFS consistent and require no VxFS recovery while
mounting.

For databases, a suitable mechanism must additionally be used to ensure the
integrity of tablespace data when the volume snapshot is taken. The facility to
temporarily suspend file system I/O is provided by most modern database software.
The examples provided in this document illustrate how to perform this operation.
For ordinary files in a file system, which may be open to a wide variety of different
applications, there may be no way to ensure the complete integrity of the file data
other than by shutting down the applications and temporarily unmounting the file
system. In many cases, it may only be important to ensure the integrity of file data
that is not in active use at the time that you take the snapshot. However, in all
scenarios where application coordinate, snapshots are crash-recoverable.

Storage Checkpoints

A Storage Checkpoint is a persistent image of a file system at a given instance in
time. Storage Checkpoints use a copy-on-write technique to reduce 1/0 overhead
by identifying and maintaining only those file system blocks that have changed
since a previous Storage Checkpoint was taken. Storage Checkpoints have the
following important features:

= Storage Checkpoints persist across system reboots and crashes.

= A Storage Checkpoint can preserve not only file system metadata and the
directory hierarchy of the file system, but also user data as it existed when the
Storage Checkpoint was taken.

= After creating a Storage Checkpoint of a mounted file system, you can continue
to create, remove, and update files on the file system without affecting the image
of the Storage Checkpoint.

= Unlike file system snapshots, Storage Checkpoints are writable.

= To minimize disk space usage, Storage Checkpoints use free space in the file
system.
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Storage Checkpoints and the Storage Rollback feature of Storage Foundation for
Databases enable rapid recovery of databases from logical errors such as database
corruption, missing files and dropped table spaces. You can mount successive
Storage Checkpoints of a database to locate the error, and then roll back the
database to a Storage Checkpoint before the problem occurred.

See “Database recovery using Storage Checkpoints” on page 109.



Backing up and recovering

This chapter includes the following topics:

Storage Foundation and High Availability Solutions backup and recovery methods
Preserving multiple point-in-time copies

Online database backups

Backing up on an off-host cluster file system

Database recovery using Storage Checkpoints

Storage Foundation and High Availability
Solutions backup and recovery methods

Storage Foundation and High Availability Solutions (SFHA Solutions) provide
point-in-time copy methods which can be applied to multiple database backup use
cases.

Examples are provided for the following use cases:

Creating and maintaining a full image snapshot and incremental point-in-time
copies

Off-host database backup
Online database backup
Database recovery with Storage Checkpoints

Backing up and restoring with NetBackup

For basic backup and recovery configuration information, see the Storage Foundation
Administrator's Guide.
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Preserving multiple point-in-time copies

On-disk snapshots are efficient when it comes to recovering a logically corrupted
data. Storage Foundation and High Availability Solutions (SFHA Solutions) provide
a cost effective and very efficient mechanism to manage multiple copies of
production data at different points in time. With FlashSnap, you can create a solution
to manage the whole lifecycle of snapshots for recovery from logical data corruption.
You can create a series of point-in-time copies and preserve them for a specified
time or a certain number of copies. You can use the preserved snapshot image
itself for business continuity in case of primary storage failure or for off-host
processing.

The following example procedures illustrate how to create a full image snapshot
and periodic point-in-time copies for recovery. With multiple point-in-time copies to
choose from, you can select the point-in-time to which you want to recover with
relative precision.

Setting up multiple point-in-time copies

To set up the initial configuration for multiple point-in-time copies, set up storage
for the point-in-time copies that will be configured over time.

In the example procedures, disk1, disk2, ..., diskN are the LUNs configured on tier
1 storage for application data. A subset of these LUNs logdisk1, logdisk2, ...,
logdiskN, will be used to configure DCO. Disks sdisk1, sdisk2, ..., sdiskN are disks
from tier 2 storage.

Note: If you have an enclosure or disk array with storage that is backed by write
cache, Veritas recommends that you use the same set of LUNs for the DCO and
for the data volume.

If no logdisks are specified by default, Veritas Volume Manager (VxVM) tries to
allocate the DCO from the same LUNs used for the data volumes.

See Figure 7-4 on page 67.

You will need to make sure your cache is big enough for the multiple copies with
multiple changes. The following guidelines may be useful for estimating your
requirements.

To determine your storage requirements, use the following:
Table 8-1 Storage requirements

S Represents the storage requirement for the primary volume

3



Backing up and recovering | 78
Preserving multiple point-in-time copies

Table 8-1 Storage requirements (continued)

Sy Represents the storage requirement for the primary break-off snapshot.

N Represents the number of point-in-time copies to be maintained.

S; Represents the average size of the changes that occur in an interval before the

snapshot is taken.
S; Represents the total storage requirement.
The total storage requirement for management of multiple point-in-time copies can
be roughly calculated as:
Sp=S,
Si=Sp +N:.* S¢

To determine the size of the cache volume, use the following:

Table 8-2 Cache volume requirements

N¢ Represents the number of point-in-time copies to be maintained.

S¢ Represents the average size of the changes that occur in an interval .
R. Represents the region-size for cache-object.

S; Represents the total storage requirement.

The size of cache-volume to be configured can be calculated as:

Nc * Sc *Rc

This equation assumes that the application 10 size granularity is smaller than
cache-object region-size by factor of at most R,
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To configure the initial setup for multiple point-in-time copies

1 If the primary application storage is already configured for snapshots, that is,
the DCO is already attached for the primary volume, go to step 2.

If not, configure the primary volumes and prepare them for snapshots.

For example:

# vxassist -g appdg make appvol 10T <diskl disk2 ... diskN >
# vxsnap -g appdg prepare appvol

2 Configure a snapshot volume to use as the primary, full-image snapshot of the
primary volume. The snapshot volume can be allocated from tier 2 storage.

# vxassist -g appdg make snap-appvol 10T <sdiskl sdisk2 ... sdiskN >
# vxsnap -g appdg prepare snap-appvol \
<alloc=slogdiskl, slogdisk2, ...slogdiskN>

3 Establish the relationship between the primary volume and the snapshot volume.
Wait for synchronization of the snapshot to complete.

# vxsnap -g appdg make source=appvol/snapvol=snap-appvol/sync=yes

# vxsnap -g appdg syncwait snap-appvol

4 Create a volume in the disk group to use for the cache volume. The cache
volume is used for space-optimized point-in-time copies created at regular
intervals. The cache volume can be allocated from tier 2 storage.

# vxassist -g appdg make cachevol 1G layout=mirror \
init=active diskl6 diskl7

5 Configure a shared cache object on the cache volume.

# vxmake -g appdg cache snapcache cachevolname=cachevol

6 Start the cache object.
# vxcache -g appdg start snapcache

You now have an initial setup in place to create regular point-in-time copies.

Refreshing point-in-time copies

After configuring your volumes for snapshots, you can periodically invoke a script
with steps similar to following to create point-in-time copies at regular intervals.
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To identify snapshot age

& To find the oldest and the most recent snapshots, use the creation time of the
snapshots. You can use either of the following commands:

= Use the following command and find the SNAPDATE of snapshot volume.

# vxsnap -g appdg list appvol

= Use the following command:
# vxprint -g appdg -m snapobject name| grep creation_time
where the snapobject-name is appvol-snp, appvol-snp1 .... appvol-snpN.

To refresh the primary snapshot

¢ Refresh the primary snapshot from the primary volume.

# vxsnap -g appdg refresh snap-appvol source=appvol

To create cascaded snapshot of the refreshed snapshot volume
& Create a cascaded snapshot of the refreshed snapshot volume.
# vxsnap -g appdg make source=snap-appvol/new=sosnap-\

appvol$ {NEW_SNAP IDX}/cache=snapcache/infrontof=snap-appvol

To remove the oldest point-in-time copy
¢ If the limit on number of point-in-time copies is reached, remove the oldest
point-in-time copy.

# vxedit -g appdg -rf rm sosnap-appvol${ OLDEST_ SNAP_ IDX }

Recovering from logical corruption

You can use the preserved snapshot image in case of primary storage corruption.
You must identify the most recent snapshot that is not affected by the logical
corruption.
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To identify the most recent valid snapshot

1

For each snapshot, starting from the most recent to the oldest, verify the
snapshot image. Create a space-optimized snapshot of the point-in-time copy
to generate a synthetic replica of the point-in-time image.

# vxsnap -g appdg make source=sosnapappvol${

CURIDX}/new=syn-appvol/cache=snapcache/sync=no

Mount the synthetic replica and verify the data.
If a synthetic replica is corrupted, proceed to 3.

When you identify a synthetic replica that is not corrupted, you can proceed to
the recovery steps.

See “To recover from logical corruption” on page 81.

Unmount the synthetic replica, remove it and go back to verify the next most
recent point-in-time copy. Use the following command to dissociate the synthetic
replica and remove it:

# vxsnap -g appdg dis syn-appvol
# vxedit -g appdg -rf rm syn-appvol

When you find the most recent uncorrupted snapshot, use it to restore the primary
volume.

To recover from logical corruption

1
2
3

If the application is running on the primary volume, stop the application.
Unmount the application volume.

Restore the primary volume from the synthetic replica.

# vxsnap -g appdg restore appvol source=syn-appvol

Resume the application:
= Mount the primary volume.
= Verify the content of the primary volume.

= Restart the application.
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Off-host processing using refreshed snapshot images

Preserved point-in-time images can also be used to perform off-host processing.
Using preserved point-in-time images for this purpose requires that the storage
used for creating the snapshots must be:

= Accessible from the application host

= Accessible from the off-host processing host

= Split into a separate disk group

To split the snapshot storage into a separate disk group

& Split the snapshot storage into a separate disk group.

# vxdg split appdg snapdg snap-appvol

The snapdg disk group can optionally be deported from the application host using

the vxdg deport command and imported on another host using the vxdg import
command to continue to perform off-host processing.

To refresh snapshot images for off-host processing

1 Deport the snapdg disk group from the off-host processing host.

# vxdg deport snapdg

2 Import the snapdg disk group on the application host.

# vxdg import snapdg

3 On the application host, join the snapdg disk group to appdg.
# vxdg join snapdg appdg

After this step, you can proceed with the steps for managing point-in-time
copies.

See “Refreshing point-in-time copies” on page 79.

Online database backups

Online backup of a database can be implemented by configuring either the primary

host or a dedicated separate host to perform the backup operation on snapshot
mirrors of the primary host's database.

Two backup methods are described in the following sections:

= See “Making a backup of an online database on the same host” on page 83.
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= See “Making an off-host backup of an online database” on page 92.

Note: All commands require superuser (root) or equivalent privileges, except where
it is explicitly stated that a command must be run by the database administrator.

For more information about using snapshots to back up Oracle databases, see the
Veritas InfoScale Storage and Availability Management for Oracle Databases.

Note: The sample database scripts in the following procedures are not supported
by Veritas, and are provided for informational use only. You can purchase
customization of the environment through Veritas Vpro Consulting Services.

Making a backup of an online database on the same host

Figure 8-1 shows an example with two primary database volumes to be backed up,
database_vol and dbase_logs, which are configured on disks attached to controllers
c1 and c2, and the snapshots to be created on disks attached to controllers ¢3 and
c4.
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Figure 8-1 Example system configuration for database backup on the primary
host
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Controllers

ct H c2H csH 04‘

NS

I HNI

Database volumes

are created on these

disks Disk
arrays

N\ / Snapshot volumes are
created on these disks

Backup to disk, tape
or other media by
primary host

Note: It is assumed that you have already prepared the volumes containing the file
systems for the datafiles to be backed up as described in the example.

To make an online database backup

= Prepare the snapshot, either full-sized or space-optimized.
Depending on the application, space-optimized snapshots typically require 10%
of the disk space that is required for full-sized instant snapshots.

= Create snapshot mirrors for volumes containing VxFS file systems for database
files to be backed up.
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Make the online database backup.

Some scenarios where full-instant snapshot works better are:

Off host processing is planned for a databases backup.

If a space-optimized snapshot is taken for longer duration and modified frequently
then it is not much different than the full-snapshot. So, for performance reason
full-snapshot will be preferred,

Preparing a full-sized instant snapshot for a backup

You can use a full-sized instant snapshot for your online or off-host database backup.

Warning: To avoid data inconsistencies, do not use the same snapshot with different
point-in-time copy applications. If you require snapshot mirrors for more than one
application, configure at least one snapshot mirror that is dedicated to each
application.

To make a full-sized instant snapshot for a backup of an online database on
the same host

1

Use the following commands to add one or more snapshot plexes to the volume,
and to make a full-sized break-off snapshot, snapvo1, of the tablespace volume
by breaking off these plexes:

# vxsnap -g database dg addmir database vol [nmirror=N] \
[alloc=storage attributes]

# vxsnap -g database_dg make \
source=database_vol/newvol=snapvol[/nmirror=N]\

[alloc=storage attributes]

By default, one snapshot plex is added unless you specify a number using the
nmirror attribute. For a backup, you should usually only require one plex. You
can specify storage attributes (such as a list of disks) to determine where the
plexes are created.

You can specify at least N number of disks if the specified number of mirrors
is N.

If the volume layout does not support plex break-off, prepare an empty volume
for the snapshot. Create a full-sized instant snapshot for an original volume
that does not contain any spare plexes, you can use an empty volume with the
required degree of redundancy, and with the same size and same region size
as the original volume.
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Use the vxprint command on the original volume to find the required size for
the snapshot volume.

# LEN=‘vxprint [-g diskgroup] -F%len database vol‘

Note: The command shown in this and subsequent steps assumes that you
are using a Bourne-type shell such as sh, ksh or bash. You may need to modify
the command for other shells such as csh or tcsh. These steps are valid only
for instant snap DCOs.

Use the vxprint command on the original volume to discover the name of its
DCO:

# DCONAME=‘vxprint [-g diskgroup] -F%dco_name database vol‘

Use the vxprint command on the DCO to discover its region size (in blocks):

# RSZ=‘vxprint [-g diskgroup] -F$%regionsz $DCONAME '

Use the vxassist command to create a volume, snapvol, of the required size
and redundancy. You can use storage attributes to specify which disks should
be used for the volume. The init=active attribute makes the volume available
immediately.

# vxassist [-g diskgroup] make snapvol $LEN \
[layout=mirror nmirror=number] init=active \
[storage attributes]

Prepare the snapshot volume for instant snapshot operations as shown here:

# vxsnap [-g diskgroup] prepare snapvol [ndcomirs=number] \

regionsz=$RSZ [storage attributes]

It is recommended that you specify the same number of DCO mirrors
(ndcomirror) as the number of mirrors in the volume (nmirror).

Use the following command to create the snapshot:
# vxsnap -g database dg make source=database vol/snapvol=snapvol

If a database spans more than one volume, specify all the volumes and their
snapshot volumes as separate tuples on the same line, for example:
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# vxsnap -g database dg make source=database voll/snapvol=snapvoll \
source=database_vol2/newvol=snapvol2 \

source=database_vol3/snapvol=snapvol3

When you are ready to make a backup, proceed to make a backup of an online
database on the same host.

Preparing a space-optimized snapshot for a database
backup

If a snapshot volume is to be used on the same host, and will not be moved to
another host, you can use space-optimized instant snapshots rather than full-sized
instant snapshots. Depending on the application, space-optimized snapshots
typically require 10% of the disk space that is required for full-sized instant
snapshots.

To prepare a space-optimized snapshot for a backup of an online database

1 Decide on the following characteristics that you want to allocate to the cache
volume that underlies the cache object:

= The size of the cache volume should be sufficient to record changes to the
parent volumes during the interval between snapshot refreshes. A suggested
value is 10% of the total size of the parent volumes for a refresh interval of
24 hours.

» If redundancy is a desired characteristic of the cache volume, it should be
mirrored. This increases the space that is required for the cache volume in
proportion to the number of mirrors that it has.

» Ifthe cache volume is mirrored, space is required on at least as many disks
as it has mirrors. These disks should not be shared with the disks used for
the parent volumes. The disks should also be chosen to avoid impacting
1/0 performance for critical volumes, or hindering disk group split and join
operations.

2 Having decided on its characteristics, use the vxassist command to create
the volume that is to be used for the cache volume. The following example
creates a mirrored cache volume, cachevol, with size 1GB in the disk group,
database_dg, on the disks disk16 and disk17:

# vxassist -g database dg make cachevol 1g layout=mirror \
init=active diskl6 diskl7

The attribute init=active is specified to make the cache volume immediately
available for use.
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Use the vxmake cache command to create a cache object on top of the cache
volume that you created in the previous step:

# vxmake [-g diskgroup] cache cache object \
cachevolname=cachevol [regionsize=size] [autogrow=on] \
[highwatermark=hwmk] [autogrowby=agbvalue] \
[maxautogrow=maxagbvalue]]

If you specify the region size, it must be a power of 2, and be greater than or
equal to 16KB (1 6k). If not specified, the region size of the cache is set to 64KB.

Note: All space-optimized snapshots that share the cache must have a region
size that is equal to or an integer multiple of the region size set on the cache.
Snapshot creation also fails if the original volume’s region size is smaller than
the cache’s region size.

If the cache is not allowed to grow in size as required, specify autogrow=off.
By default, the ability to automatically grow the cache is turned on.

In the following example, the cache object, cache_object, is created over the
cache volume, cachevol, the region size of the cache is set to 32KB, and the
autogrow feature is enabled:

# vxmake -g database dg cache cache object cachevolname=cachevol \

regionsize=32k autogrow=on

Having created the cache object, use the following command to enable it:
vxcache [-g diskgroup] start cache object
For example, start the cache object cache_object:

# vxcache -g database dg start cache object

Create a space-optimized snapshot with your cache object.
# vxsnap -g database dg make \

source=database_voll/newvol=snapvoll/cache=cache object

If several space-optimized snapshots are to be created at the same time, these
can all specify the same cache object as shown in this example:

# vxsnap -g database dg make \

source=database_voll/newvol=snapvoll/cache=cache_object \



Backing up and recovering | 89
Online database backups

source=database_vol2/newvol=snapvol2/cache=cache object \

source=database_vol3/newvol=snapvol3/cache=cache object

Note: This step sets up the snapshot volumes, prepares for the backup cycle,
and starts tracking changes to the original volumes.

When you are ready to make a backup, proceed to make a backup of an online
database on the same host

Backing up a Sybase database on the same host

You can make an online backup of your Sybase database.
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To make a backup of an online Sybase database on the same host

1 Ifthe volumes to be backed up contain database tables in file systems, suspend
updates to the volumes. Sybase ASE from version 12.0 onward provides the
Quiesce feature to allow temporary suspension of writes to a database. As the
Sybase database administrator, put the database in quiesce mode by using a
script such as that shown in the example.

#!/bin/ksh
script: backup start.sh
Sample script to quiesce example Sybase ASE database.

Note: The “for external dump” clause was introduced in Sybase

ASE 12.5 to allow a snapshot database to be rolled forward.

P . I R S

See the Sybase ASE 12.5 documentation for more information.

isgql -Usa -Ppassword -SFMR <<!

quiesce database tag hold databasel[, database2]... [for external dump]
go

quit

!

2 Refresh the contents of the snapshot volumes from the original volume using
the following command:

# vxsnap -g database dg refresh snapvol source=database vol \

[snapvol2 source=database vol?]...
For example, to refresh the snapshots snapvol1, snapvol2 and snapvol3:

# vxsnap -g database dg refresh snapvoll source=database voll \

snapvol2 source=database vol2 snapvol3 source=database vol3
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If you have temporarily suspended updates to volumes, release all the
tablespaces or databases from quiesce mode.

As the Sybase database administrator, release the database from quiesce
mode using a script such as that shown in the example.

#!/bin/ksh

#

# script: backup_ end.sh

#

# Sample script to release example Sybase ASE database from
# quiesce mode.

isgql -Usa -Ppassword -SFMR <<!
quiesce database tag release
go

quit

!

Back up the snapshot volume. If you need to remount the file system in the
volume to back it up, first run £sck on the volume. The following are sample
commands for checking and mounting a file system:

# fsck -F vxfs /dev/vx/rdsk/database_ dg/snapvol
# mount -F vxfs /dev/vx/dsk/database_dg/snapvol
mount_point

Back up the file system at this point using a command such as bpbackup in
Veritas NetBackup. After the backup is complete, use the following command
to unmount the file system.

# umount mount point

Repeat steps in this procedure each time that you need to back up the volume.

Resynchronizing a volume

In some instances, such as recovering the contents of a corrupted volume, it may
be useful to resynchronize a volume from its snapshot volume (which is used as a
hot standby).

91
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To resynchronize a volume from its snapshot volume

& Enter:

# vxsnap -g diskgroup restore database vol source=snapvol \

destroy=yes|no

The destroy attribute specifies whether the plexes of the snapshot volume
are to be reattached to the original volume. For example, to resynchronize the
volume database_vol from its snapshot volume snapvol without removing the
snapshot volume:

# vxsnap -g database dg restore database vol \

source=snapvol destroy=no

Note: You must shut down the database and unmount the file system that is
configured on the original volume before attempting to resynchronize its
contents from a snapshot.

Making an off-host backup of an online database

Figure 8-2 shows an example of two primary database volumes to be backed up,
database_vol and dbase_logs, which are configured on disks attached to controllers
c¢1and c2, and the snapshots to be created on disks attache