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Introducing NetBackup

This chapter includes the following topics:
= About NetBackup

= NetBackup web Ul features

» NetBackup documentation

= NetBackup administration interfaces

= Using the NetBackup web Ul

= Terminology

About NetBackup

NetBackup provides a complete, flexible data protection solution for a variety of
platforms. The platforms include Windows, UNIX, and Linux systems.

NetBackup administrators can set up periodic or calendar-based schedules to
perform automatic, unattended backups for clients across a network. An
administrator can carefully schedule backups to achieve systematic and complete
backups over a period of time, and optimize network traffic during off-peak hours.
The backups can be full or incremental: Full backups back up all indicated client
files, while incremental backups back up only the files that have changed since the
last backup.

The NetBackup administrator can allow users to back up, restore, or archive the
files from their computer. (An archive operation backs up a file, then deletes it from
the local disk if the backup is successful.)

NetBackup includes both the server and the client software as follows:

= Server software resides on the computer that manages the storage devices.
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= Client software resides on computers that contain data to back up. (Servers
also contain client software and can be backed up.)

Figure 1-1 shows an example of a NetBackup storage domain.

Figure 1-1 NetBackup storage domain example

NetBackup
primary server

Media servers

G G OpenStorage

Media Manager tape ~ Storage unit disk pool
storage unit G G G

el S S S

NetBackup accommodates multiple servers that work together under the
administrative control of one NetBackup primary server in the following ways:

= The primary server manages backups, archives, and restores. The primary
server is responsible for media and device selection for NetBackup. Typically,
the primary server contains the NetBackup catalog. The catalog contains the
internal databases that contain information about NetBackup backups and
configuration.

= Media servers provide additional storage by allowing NetBackup to use the
storage devices that are attached to them. Media servers can also increase
performance by distributing the network load. Media servers can also be referred
to by using the following terms:

= Device hosts (when tape devices are present)

= Storage servers (when 1/O is directly to disk)
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= Data movers (when data is sent to independent, external disk devices like
OpenStorage appliances)

During a backup or archive, the client sends backup data across the network to a
NetBackup server. The NetBackup server manages the type of storage that is
specified in the backup policy.

During a restore, users can browse, then select the files and directories to recover.
NetBackup finds the selected files and directories and restores them to the disk on
the client.

NetBackup web Ul features

The NetBackup web user interface provides the following features:

Ability to access the primary server from a web browser, including Chrome and
Firefox. For details on supported browsers for the web Ul, see the NetBackup
Software Compatibility List.

Note that the NetBackup web Ul may behave differently for different browsers.
Some functionality, for example a date picker, may not be available on all
browsers. These inconsistencies are due to the capabilities of the browser and
not because of a limitation with NetBackup.

A dashboard that displays a quick overview of the information that is important
to you.

Role-based access control (RBAC) that lets the administrator configure user
access to NetBackup and to delegate the tasks such as security, storage
management, or workload protection.

Management of NetBackup security settings including certificates, access keys,
multi-person authorization, and user sessions.

Management of hosts including deployment management and NetBackup host
properties.

Management of storage and devices.

Data protection is achieved through protection plans or policies. (Policy support
is limited at this time. Additional policy types will be added in future releases.)

Detection and reporting features provide for the detection of malware and
anomalies and provide usage reporting to track the size of backup data on your
primary servers. You can also easily connect to Veritas Netlnsights Console to
view and manage NetBackup licensing.
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Note: The NetBackup web Ul is best viewed at a 1280x1024 or higher screen
resolution.

Role-based access control in the NetBackup web Ul

NetBackup uses role-based access control to grant access to the web Ul. Access
control is accomplished through roles.

= A role defines the operations that a user can perform and the access that the
user has to any workload assets, protection plans, or credentials. A user can
have multiple roles, which allows for full and for flexible customization of user
access.

= RBAC is only available for the web Ul and the APlIs.
Other access control methods for NetBackup are not supported for the web Ul
and APIs.

Monitor NetBackup jobs and events

The NetBackup web Ul lets administrators more easily monitor NetBackup operations
and events and identify any issues that need attention.

= The dashboard displays an overview of NetBackup operations and security
information. This information includes jobs, certificates, tokens, security events,
malware and anomaly detection, and usage reporting.
The dashboard widgets that display depend on a user's RBAC role and
permissions.

= Email notifications can be configured so administrators receive notifications
when job failures occur. NetBackup supports any ticketing system that can
receive inbound email.

Protection plans: One place to configure schedules and
storage

Data protection with protection plans is fully managed with role-based access control
(RBAC). The NetBackup administrator can manage which users can view and
manage assets and can perform backups and restores. Each default workload
administrator role (for example, Default VMware Administrator) allows a user access
to protection plans, jobs, and credentials.

See “Supported protection plan types” on page 331.
Protection plans offer the following benefits:

= A workload administrator can create and manage protection plans, including
the backup schedules and storage that is used. This administrator selects the
protection plans that protect assets.
See “Role permissions” on page 493.
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= In addition to schedules for backups, a protection plan can also include a
schedule for replication and long-term retention.

= When you select from your available storage, you can see any additional features
available for that storage.

= Users with a workload administrator role can create protection plans, manage
credentials, subscribe assets to the protection plans that meet the SLO, and
monitor protection status.

Backup policies

NetBackup classic policies are available for the Administrator that wants to continue
to use policies for data protection.

See “Support for NetBackup classic policies” on page 332.

Server-directed and self-service recovery
Administrators can perform server-directed restores from the web Ul.
See “About server-directed restores” on page 571.

The workload administrator can perform self-service recovery of VMs, databases,
or other asset types. This type of recovery is available for the assets that are
protected with recovery points.

For the workloads that support the instant access feature, users can mount a
snapshot for immediate access to a VM'’s files or to a database.

NetBackup documentation

For a complete list of NetBackup technical documents for each supported release,
see the NetBackup Documentation Landing Page at the following URL:

https://www.veritas.com/docs/DOC5332

No responsibility is assumed for the installation and use of the Adobe Acrobat
Reader.

NetBackup administration interfaces

NetBackup can be administered with several interfaces. The best choice depends
on personal preference and the systems that are available to the administrator.
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Table 1-1 NetBackup administration interfaces
Name of Description
interface
NetBackup web | With the NetBackup web user interface (Ul), you can view NetBackup activities and manage

user interface

NetBackup configuration, from a primary server.
To start the NetBackup web Ul:

= Users must have a role that is configured for them in NetBackup RBAC.
= Open a web browser and go to the following URL: https://primaryserver/webui/login

Character-based,
menu interface

Run the tpconfig command to start a character-based, menu interface for device management.

Use the tpconfig interface from any terminal (or terminal emulation window) that has a termcap
or a terminfo definition.

Command line

NetBackup commands are available on both Windows and UNIX platforms. Enter NetBackup
commands at the system prompt or use the commands in scripts.

All NetBackup administrator programs and commands require root or administrator user privileges
by default.

For complete information on all NetBackup commands, see the NetBackup Commands Reference
Guide.

About security certificates for NetBackup hosts

NetBackup uses security certificates for authentication of NetBackup hosts. The
NetBackup security certificates conform to the X.509 Public Key Infrastructure (PKI)
standard. A primary server acts as the NetBackup Certificate Authority (CA) and
issues NetBackup certificates to hosts.

NetBackup provides two types of NetBackup host security certificates: Host ID-based
certificates and host name-based certificates. Host ID-based certificates are based
on Universally Unique Identifiers (UUID) that are assigned to each NetBackup host.
The NetBackup primary server assigns these identifiers to the hosts.

Any security certificates that were generated before NetBackup 8.0 are now referred
to as host name-based certificates. NetBackup is in the process of replacing these
older certificates with newer host ID-based certificates. The transition will be
completed in future releases and the use of host name-based certificates will be
eliminated. However, the transition is ongoing and the current NetBackup version
continues to require the older host name-based certificates for certain operations.

NetBackup uses the certificates that are issued from either a NetBackup Certificate
Authority or an external certificate authority for host authentication. If you intend to
use external certificates on your primary server, you configure the certificates in a
post-installation process. The media servers and the clients that use external
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certificates can either configure external certificates during the installation or
upgrade, or after the installation or upgrade.

First-time sign in to the NetBackup web Ul

After the installation of NetBackup, an administrator must sign into the NetBackup
web Ul from a web browser and create RBAC roles for users. A role gives a user
permissions and access to the NetBackup environment through the web Ul, based
on the user’s role in your organization. Some users have access to the web Ul by
default.

See “Authorized users” on page 480.

If you do not have access to root or to administrator credentials you can use the
bpnbaz -AddRBACPrincipal command to add an administrator user.

To sign in to a NetBackup primary server using the NetBackup web Ul

1

Open a web browser and go to the following URL.
https://primaryserver/webui/login

The primaryserver is the host name or IP address of the NetBackup primary
server that you want to sign in to.

If you are not able to access the web Ul, refer to Support and additional
configuration.

Enter the administrator credentials and click Sign in.

For this type of Use this format Example

user

Local user username jane_doe

Windows user DOMAIN\username WINDOWS\jane_doe
UNIX user username@domain john_doe@unix

On the left, select Security > RBAC.

You can give users access to the NetBackup web Ul in one of the following
ways:

» Create roles for all users that require access to NetBackup.

» Delegate the task of creating roles to another user.
Create a role that has permissions to add RBAC roles. This user can then
create roles for all users that require access to the NetBackup web Ul.

See “Configuring RBAC” on page 480.
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Root or administrator access is no longer needed for the web Ul once you have
delegated one or more users with permissions to create RBAC roles.

Support and additional configuration

Refer to the following information for help with accessing the web Ul.

Ensure that you are an authorized user.
See “Authorized users” on page 480.

For details on supported browsers for the web Ul, see the NetBackup Software
Compatibility List.

If port 443 is blocked or in use, you can configure and use a custom port.

If you want to use an external certificate with the web browser, see the following
topic.

See “Configure an external certificate for the NetBackup web server” on page 403.

See other tips for accessing the web Ul.
See “Tips for accessing the NetBackup web UI” on page 599.

Sign in to the NetBackup web Ul

Authorized users can sign in to a NetBackup primary server from a web browser,
using the NetBackup web Ul. The NetBackup web user interface (web Ul) is available
for NetBackup 8.1.2 and later. This interface is available on the primary server and
supports the version of NetBackup on that server.

Users should contact their NetBackup security administrator for information on how
to sign in.

The following sign-in options are available:

Sign in with a username and password
Sign in with a certificate or smart card

Sign in with single sign-on (SSO)

Sign in with a username and password

You can sign in to NetBackup web Ul with your username and password.
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To sign in to a NetBackup primary server using a username and password
1 Open a web browser and go to the following URL.
https://primaryserver/webui/login

The primaryserver is the host name or IP address of the NetBackup primary
server that you want to sign in to.

2 Depending on the sign-in options that are available, choose from the following:
= Enter your credentials and click Sign in.

= [Conditional] If your user account is configured for multifactor authentication,
you are prompted to enter the one-time password.

Enter the one-time password on the Login pop-up screen and click Confirm.
See “About multifactor authentication” on page 433.

» [f the default method is not username and password, click Sign in with
username and password. Then enter your credentials.

The following are example credentials:

For this type of Use this format Example

user

Local user username jane_doe

Windows user DOMAIN\username WINDOWS\jane_doe
UNIX user username john_doe

Sign in with a certificate or smart card

You can sign in to NetBackup web Ul with a smart card or digital certificate. To use
a digital certificate that is not on a smart card, you must first upload the certificate
to the browser’s certificate manager. See the browser documentation for instructions
or contact your certificate administrator for more information.
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To sign in with a certificate or smart card
1 Open a web browser and go to the following URL.
https://primaryserver/webui/login

The primaryserver is the host name or IP address of the NetBackup primary
server that you want to sign in to.

2 Click Sign in with certificate or smart card.

If you are using Firefox as your web browser and facing issues with signing in,
see the article.

3 When your browser prompts you, select the certificate.

Sign in with single sign-on (SSO)

You can sign in to NetBackup web Ul with the single sign-on (SSO) option if SAML
is configured as an identity provider in your NetBackup environment.

To sign in to a NetBackup primary server using SSO
1 Open a web browser and go to the following URL.
https://primaryserver/webui/login

The primaryserver is the host name or IP address of the NetBackup primary
server that you want to sign in to.

Click Sign in with single sign-on.
Follow the steps as provided by your administrator.

On subsequent logons, NetBackup signs you in automatically to the primary
server.

Sign out of the NetBackup web Ul

Note that NetBackup automatically signs you out of the web Ul after 24 hours, which
is the maximum time that is allowed for a user session. After that time NetBackup
requires that you sign in again. You can also sign out if you want to change the
sign-in option that you want to use (username and password, smart card, or single
sign-on (SSO)).

To sign out of the NetBackup web Ul
¢ On the top right, click the profile icon and click Sign out.
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Using the NetBackup web Ul

Item

Profile

Dashboard

Activity monitor

Recovery

Protection

Workloads

Storage

The NetBackup web Ul provides an interface for the administrator to manage

Description

When you click the profile icon, you can see the following information:

= Current user's sign-in attempts.

= Password expiration date.

= NetBackup version of the server.

= Approve access request, to approve an access request that you
submitted.

= Configure multifactor authentication to configure multifactor
authentication in NetBackup.

= Add API key or View my API key details, to add your own API key or
view the details of your existing API key.

= Sign out, to sign out of the web Ul.

Displays a quick overview of the information that is important to you.

Displays NetBackup job information and provides the control over the jobs,
services, processes, and drives.

See “Activity monitor” on page 46.

Administrators can use this utility to perform the following kinds of recovery:

= Regular recovery - Perform server-directed restore operations of the
assets that are protected by policies. Server-directed restores are currently
limited to a subset of policy types.
Recovery for a specific workload is performed from the respective node
under the Workloads node.

= NetBackup catalog recovery. Recovers a catalog backup in a disaster
recovery situation.

Data protection is achieved through protection plans or policies. (Policy
support is limited at this time. Additional policy types will be added in future
releases.)

Contains the supported workloads for NetBackup and tools to manage the
workload environment, asset credentials, and recovery.

Contains the utilities for managing the media and devices that NetBackup
uses to store backups.
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Description

Search for backup images and perform various actions, including: verify the
backup contents, duplicate a backup image, promote a copy, expire a backup
image, and import a backup image.

See “About the Catalog utility” on page 368.

Contains the following tools:

= Anomaly detection - Detects anomalies in backup metadata.
See “About backup anomaly detection” on page 500.

= Malware detection - Finds malware in supported backup images and
finds the last good-known image that is malware free.
See “About malware scanning” on page 510.

= Paused protection - Allows NetBackup or authorized users to pause
data protection activities.
See “Pause backups and other activity” on page 382.

s Usage reporting - Displays the primary servers that are configured for
capacity licensing and their respective consumption details.
See “Track protected data size on your primary servers” on page 540.

Centrally manages the credentials that NetBackup uses to access systems
and the workloads that it protects. You can manage credentials for workloads
and for systems, client credentials (for NDMP and disk arrays hosts), and
External CMS server configurations.

See “Overview of credential management in NetBackup” on page 215.

Contains the utilities to manage:

= Deployment management - The main component of VxUpdate that
serves as a client or a host upgrade tool.
See “Managing the NetBackup Package repository” on page 226.
For more information regarding VxUpdate, see the NetBackup Upgrade
Guide.

= Host properties - Use to customize NetBackup configuration options.
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Description

Contains the utilities to manage settings for security and hosts:

» Access keys - Provides access the NetBackup interfaces through API
keys and access codes.

= Certificates - Use to manage NetBackup certificates and view external
certificates.

» Host mappings - Use to carry out NetBackup host operations, such as
adding or removing host mappings, resetting a host, or generating a
reissue token.

= Multi-person authorization - Ensures that a second authorized user
approves actions before they are performed.

= RBAC - Use predefined or custom RBAC roles to provide NetBackup
users with access to NetBackup, based on their role in your organization.

= Security events - Use to view the sign-in details for NetBackup users
and the user-initiated changes that are made to NetBackup.

For more information about Security Events, see the NetBackup Security
and Encryption Guide.

= Tokens - Manage the authorization tokens in your NetBackup
environment.

» User sessions - Manage the settings for NetBackup user sessions,
terminate user sessions, and unlock a user.

Integrates NetBackup and Veritas Resiliency Platform to manage your
disaster recovery operations.

See “About Resiliency Platform in NetBackup” on page 588.
Additional licensed utilities appear under the main NetBackup nodes.

Contains the following utilities:

= Email notifications - Send email notifications when job failures occur.

= Global security - Configure security settings for the NetBackup domain.

= Smart card authentication - Map a smart card or certificate for user
validation.

= Data collector registration - Collect metadata from NetBackup to
monitor, manage, and report on NetBackup domains.

s License management - Manage licenses for NetBackup.

= Guided setup - Guides you through the process to configure storage,
discover virtualization and cloud servers, add protection plans, and protect
workloads.

= NetBackup catalog recovery - Recovers a catalog backup in a disaster
recovery situation.
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The following table describes the concepts and terms in web user interface.

Table 1-2 Web user interface terminology and concepts

Term

Definition

Administrator

A user that has complete access and permissions to NetBackup
and all of the interfaces, including the NetBackup web Ul. The
root and administrator user have complete access to NetBackup.
In the NetBackup Web Ul guides, the term NetBackup
administrator also refers to a user that has full permissions for
NetBackup.

Also see role.

Asset group

See intelligent group.

Asset

The data to be protected, such as physical clients, virtual
machines, and database applications.

Backup now

An immediate backup of an asset. NetBackup performs a
one-time, full backup of an asset using the selected protection
plan. This backup does not affect any scheduled backups.

Classic policy

In the NetBackup web Ul, indicates that a legacy policy protects
the asset.

External certificate

A security certificate that is issued from any CA other than
NetBackup.

Intelligent group

Allows NetBackup to automatically select assets for protection
based on the criteria (queries) that you specify. An intelligent
group automatically stays up-to-date with changes in the
production environment. These groups are also referred to as
asset groups.

These groups appear under the tab Intelligent VM groups or
Intelligent groups.

NetBackup certificate

A security certificate that is issued from the NetBackup CA.

Protection plan

A protection plan defines when backups are performed, how long
the backups are retained, and the type of storage to use. Once
a protection plan is set up, assets can be subscribed to the
protection plan.
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Table 1-2 Web user interface terminology and concepts (continued)

Term Definition

RBAC Role-based access control. The role administrator can delegate
or limit access to the NetBackup web Ul through the roles that
are configured in RBAC.

Role For RBAC, defines the operations that a user can perform and
the assets or objects that they can access. For example, you can
configure a role to manage recovery of specific databases and
the credentials that are needed for backups and restores.

Storage The storage to which the data is backed up, replicated, or

duplicated (for long-term retention).

Subscribe, to a protection
plan

The action of selecting an asset or an asset group to subscribe

to a protection plan. The asset is then protected according to the
schedule in the plan. The web Ul also refers to Subscribe as Add
protection.

Unsubscribe, from a
protection plan

Unsubscribe refers to the action of removing protection or
removing an asset or asset group from a plan.

Workload

The type of asset. For example: VMware, Microsoft SQL Server,
or Cloud.
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licenses

This chapter includes the following topics:
= About NetBackup licenses

= Add licenses

= View licenses

= Renew licenses

s Remove licenses

About NetBackup licenses

NetBackup uses a common license system that other Veritas products also use.
However, the common license system provides flexibility in the license features
that each product implements.

For example, NetBackup does not have a node-locked license system, but some
other products do.

Licenses for all purchased NetBackup SKUs must be entered on the primary server.
Enter licenses by using one of the following methods:

» During NetBackup primary server installation
The installer prompts you to enter the licenses for all NetBackup products that
you plan to install.
You must add either a NetBackup license file or use an in-built evaluation or a
temporary production license during primary server installation. For more
information, refer to the NetBackup Installation Guide or the following article:
https://www.veritas.com/support/en_US/article.100058779


https://www.veritas.com/support/en_US/article.100058779
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= NetBackup web Ul (recommended)
After you install the NetBackup primary server, add the license in the NetBackup
web Ul. Click Settings > License management. Then click Add license.
» Command-line interface
After NetBackup primary server installation, use the following command:
/usr/openv/netbackup/bin/admincmd/get license key
Use the bpminlicense command to manage licenses.
Refer to the NetBackup Commands Reference Guide for more details.
On UNIX, you can also use the following command:

/usr/openv/netbackup/bin/admincmd/get license key

Note: Veritas recommends the use of a browser and the NetBackup web Ul to
manage licenses remotely.

Add licenses

You can add licenses after primary server installation using the NetBackup web UI.
To add licenses after primary server installation

1 In the NetBackup web UI, click Settings > License management.

2 On the License management screen, click Add license.

3 Add license file using one of the following methods:

= Veritas Entitlement Management System (VEMS) - Use this method to
add the license from the VEMS portal.

= Sign in to your Veritas account by specifying the Username and
Password.

= Select the entitlement that you want to add.

For more information, refer to the Veritas Entitlement Management
System (VEMS) User's Guide.

= File system - Use this method to add a license file that you have already
downloaded on your local host.

= Click Browse to select the .s1f license file that you want to add.

4 Click Add.


https://www.veritas.com/support/en_US/article.100048764
https://www.veritas.com/support/en_US/article.100048764
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You can view the NetBackup licenses that you have already added, using the web

ul.

To view NetBackup licenses

1 Inthe NetBackup web Ul, click Settings > License management.

2 You can see the following license details:

Name - Name of the license

Status - Status of the license, such as Active

License type - Type of license such as Perpetual, Subscription
Activation - Date when the license was activated

Expiration - Date when the license will be expired

Entitlement ID - Unique identification number of each license with respect
to the product features it offers and the customer account that is entitled to
use it

Renew licenses

You can renew subscription type of licenses.

To renew licenses

In the NetBackup web Ul, click Settings > License management.

A WO DN

Click the Actions option for the license that you want to renew.
Click Renew.

For the VEMS option, enter the username and password.

For the File system option, select the license file.

(3]

Click Sign in.

Click Renew.

Remove licenses

You can remove licenses.

Y|
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To remove licenses
1 Inthe NetBackup web Ul, click Settings > License management.
2 Click the Actions option for the license that you want to remove.

3 Click Remove.
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= Chapter 3. Monitoring NetBackup activity
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Monitoring NetBackup
activity

This chapter includes the following topics:
= The NetBackup dashboard
= Activity monitor

= Job monitoring

The NetBackup dashboard

NetBackup monitors and displays the following information about the NetBackup
environment.

Table 3-1 The NetBackup dashboard
Dashboard widget Description
Jobs Lists job information, including the number of active and queued jobs and the status

of attempted and completed jobs.

You can click on a link for specific job details, for example Active jobs. NetBackup
opens the Jobs list in the Activity monitor and creates a temporary filter for those jobs
on the Jobs tab.

= If you navigate to another area of the web UlI, the filter is removed (if you did not
copy and save it).

= To save the filter, hover over the filter in the toolbar and click Actions > View. Click
Copy, make any changes that you want, and then click Save.

= You can click Actions > Delete to immediately delete the filter.
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Table 3-1 The NetBackup dashboard (continued)

Dashboard widget

Description

Backup anomaly detection

Displays the total anomalies that are reported so far.
See “View backup anomalies” on page 503.

Note: An anomalies count of 0 indicates there are no anomalies generated or that the
anomaly detection services are not running.

Malware detection

Displays the malware scan result status for the images including Impacted, Not
impacted, Failed, In progress, and Pending.

See “About malware scanning” on page 510.

Paused protection

Lists any paused protection activities for clients. These activities include new backups,
duplication, and image expiration. NetBackup pauses protection if it detects malware
in backup images.

Automatic indicates the activities that are automatically paused by NetBackup.
User-initiated indicates an activity that was paused manually by a user.

See “Pause backups and other activity” on page 382.

Certificates

Displays the information about the NetBackup host ID-based security certificates and
any external certificates in your environment.

More details are available in Certificates > External certificates.

See “About security management and certificates in NetBackup” on page 396.
For NetBackup certificates, the following information is shown:

» # Certificates. The total number of certificates. Note that the hosts most be online
and able to communicate with the NetBackup primary server.

= Revoked. The number of hosts that have a NetBackup certificate that is revoked.

= Valid. The number of hosts that have a NetBackup certificate enrolled.

s Expired. The number of hosts with expired NetBackup certificates.

For external certificates, the following information is shown for NetBackup 8.2 and later
hosts:

= # Certificates. The total number of external certificates. Note that the hosts most
be online and able to communicate with the NetBackup primary server.

= Not configured. The number of hosts that do not have an external certificate enrolled.

s Valid. The number of hosts that have an external certificate enrolled.

= Expired. The number of hosts with expired external certificates.

Tokens

Displays the information about the authorization tokens in your environment.

See “Managing NetBackup certificate authorization tokens” on page 401.
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Table 3-1 The NetBackup dashboard (continued)
Dashboard widget Description
Usage reporting Lists the size of the backup data for the NetBackup primary servers in your organization.

This reporting is useful to track capacity licensing. Use the drop-down lists in the top
right to select the time period and the view that you want to display. Click on a server
name to see specific details for that server.

Additional details are available for how to configure NetBackup to display primary server
information in this widget.

See “Track protected data size on your primary servers” on page 540.

Security events The Access history view includes a record of logon events. The Audit events view
includes the events that users initiate on the NetBackup primary server.

Activity monitor

Use the Activity monitor to monitor and control the following aspects of NetBackup.
Updates to the Activity monitor occur as jobs are initiated, updated, and completed.

Jobs Displays in-process or completed jobs for the primary server. The Jobs
tab also displays details about the jobs.

See “Job monitoring” on page 47.

Daemons Displays the status of NetBackup daemons on the primary server. Click
Change server to display daemons on a media server in the
environment.

Processes Displays the NetBackup processes that run on the primary server. Click
Change server to display processes on a media server in the
environment.

Monitor NetBackup daemons

The Activity monitor displays the status of NetBackup daemons on primary and
media servers. To start or stop daemons, you must have the applicable RBAC role
or similar permissions on the primary or the media server.

Note that not all daemons can be stopped from the NetBackup web Ul. On back-level
servers, you can still stop and start some services that you cannot in 10.2 and later
releases.
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To view, stop, or start NetBackup daemons
1 On the left, click Activity monitor. Then click the Daemons tab.

2 (Conditional) To manage daemons for a media server in the environment, click
Change server.

3 Locate the daemon.

On the right, click Actions. Then choose from the following actions.

Stop Stop the selected daemon.

Start Start the selected daemon.

Monitor NetBackup processes

The Activity monitor displays the status of NetBackup processes on the primary
server and the media servers.

To view NetBackup processes
1 On the left, click Activity monitor. Then click the Processes tab.

2 (Conditional) To manage processes for a media server in the environment,
click Change server.

Job monitoring

List view

Use the Jobs node in the Activity monitor to monitor the jobs in your NetBackup
environment. The default view for jobs is the List view that contains the
non-hierarchical list of all the jobs. You can also use the Hierarchical view to see
the hierarchy of parent and child jobs. The role of the parent job is to initiate
requested tasks in the form of children jobs.

Hierarchy view
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RBAC permissions for jobs

The type of jobs that you can view and manage depend on the RBAC role that you
have. For example, a workload administrator (such as the Default VMware
Administrator role) can view and manage only jobs for that workload. In contrast,
the Administrator role lets you view and manage all NetBackup jobs.

See “Workloads that require a custom RBAC role for specific job permissions”
on page 48.
Job hierarchy view

If you have an RBAC role that allows access to jobs, you can see the jobs list in
the job hierarchy view. For example, the Default VMware Administrator role lets
you see VMware jobs in the hierarchy view. However, if you only have access to
one or more VMs (asset-level access), no jobs display in the job hierarchy view.

See “ Default RBAC roles” on page 485.

Workloads that require a custom RBAC role for specific job

permissions

The NetBackup web Ul offers granular job access for certain workloads. This
functionality lets you create a custom RBAC role with job permissions for a particular
workload.

Note that these workloads do not have a corresponding default RBAC role. When
you configure the custom role, the permissions in the Workloads card do not apply
for these workloads. You can configure job permissions for the following workload
types:
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BackTrack Hyper-V NDMP
DataStore Informix PureDisk Export
DB2 Lotus Notes SAP

Enterprise Vault SharePoint Standard
Exchange MS-Windows Sybase
FlashBackup NAS Data Protection Vault
FlashBackup Windows NBU Catalog

To create a custom role with job permissions
1 Create a custom RBAC role.

2 On the Assets tab, locate the workload name and select the job permissions
for the workload.

For example, consider that you want to create a custom role so a Hyper-V
administrator can view Hyper-V jobs. Locate Hyper-V and select the wanted
job permissions.

3 Select any additional permissions that you want for the role.
For example:
» Other global permissions

= Permissions for protection plans and for credentials
4 Add the users you want to assign to the role.

RBAC job permissions for BigData workloads

You cannot configure job permissions specifically for BigData workloads (Hadoop,
HBase or MongoDB). To view and manage jobs for BigData, create a role that has
the RBAC permissions for all NetBackup jobs.

To configure job permissions

Create a custom RBAC role.

Under Permissions, click Assign.

On the Global tab, expand NetBackup management.

Locate Jobs and select the job permissions you want for the role.

a h~h WODN

Add the wanted users to the role.
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For each job that NetBackup runs you can see the following details: the file list and
the status of the job, the logged details for the job, and the job hierarchy.

The jobs that you can view depend on the type of RBAC role that you have.

See “Job monitoring” on page 47.

To view a job and the job details

1
2

On the left, click Activity monitor. Then click the Jobs tab.
Click the job name that you want to view.

If you want to open the job in a separate window, at the top right click Open
in new window.

=

On the Overview tab you can view information about a job.
= The File List contains the files that are included in the backup image.

= The Status section shows the status and the status codes that are related
to the job. Click the status code number to view information about this status
code in the Veritas Knowledge Base.
See the NetBackup Status Codes Reference Guide.

Click the Details tab to view the logged details about a job. You can filter the
logs by error type using the drop-down menu.

See “Search for or filter jobs in the jobs list” on page 52.

Click the Job hierarchy tab to view the complete hierarchy for the job, including
any ancestor and any child jobs.

See “View the jobs in the Hierarchy view” on page 51.

View the jobs in the List view

In the Jobs node in the Activity monitor, the list view displays the jobs, without
showing the relationship of parent and child jobs.

To view the jobs in the List view

1
2

On the left, click Activity monitor. Then click the Jobs tab.

Click the List view button.

Ta
=
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View the jobs in the Hierarchy view

In the Jobs node in the Activity monitor, the hierarchy view displays the jobs so
you can see the complete hierarchy of the jobs. This view includes the top-level job
(or root job) and its child jobs (if applicable). A child job can, in turn, be a parent of
its own child jobs.

To view the jobs in the Hierarchy view
1 On the left, click Activity monitor. Then click the Jobs tab.

2 Click the Hierarchy view button.

3 Locate the top-level job and expand it to see the child jobs.

Jobs: cancel, suspend, restart, resume, delete
Depending on the state of a job, you can perform certain actions on that job.
To manage a job
1 On the left, click Activity monitor. Then click the Jobs tab.
2 Select one or more jobs.

3 The top menu shows the actions that you can perform for the selected jobs.

Cancel You can cancel the jobs that have not yet completed. They can be in
one of the following states: queued, re-queued, active, incomplete,
or suspended.

When a parent job is canceled, any child jobs are also canceled.

Suspend You can suspend backup and restore any jobs that contain
checkpoints.

Restart You can restart the jobs that have completed, failed, or that have
been canceled or suspended. A new job ID is created for the new job.

Note: Backup Now jobs cannot be restarted.

Resume You can resume the jobs that have been suspended or are in an
incomplete state.

Delete You can delete the jobs that have completed. When a parent job is
deleted, any child jobs are also deleted.

51



Monitoring NetBackup activity | 52
Job monitoring

Search for or filter jobs in the jobs list
You can search for jobs in the Activity monitor or create filters to customize the jobs
that are displayed.
Search for jobs in the jobs list

The search feature lets you search for the following job information: status code
(complete status code #); policy name; client or display name; client; job ID (complete
job ID #), or the job's parent ID.

Search for jobs in the jobs list
1 On the left, click Activity monitor. Then click the Jobs tab.

2 In the Search box, type the keyword you want to find. For example, a client
name or a status code number.

Filter the job list

To filter the job list

1  On the left, click Activity monitor. Then click the Jobs tab.
2 In the toolbar, click the Filter icon.

3 Click on afilter that you created. Or, click All jobs to display all of the available
jobs.

Create a jobs filter
You can create specific filters based on one or more query criteria.
To create a jobs filter
1 On the left, click Activity monitor. Then click the Jobs tab.
2 In the toolbar, click the Filter icon.
3 If you have not created any filters yet, on the left click Create filter.
Otherwise, click Actions > Create.

4 Enter a name and an optional description for the filter.
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5 Choose if you want the filter to be Private or Public.

Private All new filters are private by default. These filters appear
in “My list” in the Manage filters page. Only the owner

can view a private filter.

Public Public filters are available to all NetBackup users. Any
user can view, copy, export, or pin a public filter.

6 Inthe Query pane, use the drop-down lists to create a condition.

For example, to view all jobs with the VMware policy type, Policy type =

VMware.

Query

Policy Type -

+ Condiion 4 Sub-query

VMware ~

7 Add any additional conditions for the filter or add a sub-query to apply to a

condition.

For example, assume that you want to view all completed jobs that have a
status code of 196 or 239. Create the following query:

State = Done

AND
(Status code = 196
OR
Status code = 239)

AMD oR

Status code LY

Stabus code B

8 Choose from the following options:

4 Condition 4 Sub-query

Done o

+ Condiion 4 Sub-query

196

%
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= To save this query and return to the Jobs list, click Save.

= To save this query and apply the filter you just created, click Save and
apply.

Example 1. Query filter for all jobs with the VMware policy type.

Activity monitor

Jobs Daemons Processes Background tasks
s ®a = oy @ <
Al jobs $  VMware | i
Job ID Type Client or display name Job state Status code Schedule Policy Type +  Sche
Done o VMware Fult 1§
Dane ] Ful i
Done o Ful I
Dane ] Fu i
Done 0 Fu i

Jobe 394546 (Queued 125

ey 0, Suspenced 0, Incoe

Done 394291)  Filer applied (788)

Example 2. Query filter for all jobs that are done and have a status code of 196 or
239.

Activity monitor

Jobs Dasmons Processes Background tasks
tz Bla = mv @ 7

Al jobs Vidware +}+ Code 2390r 1. §
Job ID Type Client or display name Jaob state Status code Schedule Policy Type +  Schedu
[0 ©Fss Batkup Failed 196 - Standard Fullbael |
Oe Backup Failed 196 Full Fullbacl
0Oe Backup Failed 106 Ful Fullbacl &
e Backup Failed 196 Ful Full baci
0 o* Backup Failed 196 Full bacl
0e Backup Failed 196 Ful Fullbacl |
[0 ©ees Backup Failed 19¢ Full Full bacl
[0 ©ees Snapshot Failed 106 Full bact

»

Jobs 306177 (Queued 55, Active &1, Waiting for retry 0, Suspended 0, Incomplete 0, Bone 356061)  Filter applied (8)

Edit, copy, or delete a jobs filter

You can edit the query criteria for a jobs filter, copy a filter, or delete a filter that you
no longer need.
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Edit a jobs filter

To edit a jobs filter

1 On the left, click Activity monitor. Then click the Jobs tab.
In the toolbar, click Filter icon.

Click Actions > Manage filters.

Click My list or Shared.

a h~h WODN

Select from the following options.

Options with an asterisk (*) are available for any filters that you own.

View View the details of a filter that you do not own.
Edit* Edit the filter properties or filter query.
Export Export the filter to share with another NetBackup user

or import the filter into another NetBackup domain.

Make private* Make a public filter a private filter.
Make public* Make a private filter a public filter.
Pin Pin the filter to the jobs filter toolbar.
Delete* Delete a filter.

6 Make the changes that you want to the filter and click Save.

Copy a jobs filter

To copy a jobs filter

On the left, click Activity monitor. Then click the Jobs tab.
In the toolbar, click the Filter icon.

Click Actions > Manage filters.

Click My list or Shared.

Select the filter that you want to copy.

Click View or Edit.

Make any changes that you want to the filter.

0 N O 0 A WODN =

Click Copy.
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Delete a jobs filter

To delete a jobs filter

1

a h~h WODN

On the left, click Activity monitor. Then click the Jobs tab.
In the toolbar, click the Filter icon.

Click Actions > Manage filters.

Click My list.

Locate the filter that you want to delete and click Delete > Yes.

Import or export job filters

The job filter export and import features allow users to share job filters between
users or other NetBackup domains.

Import a jobs filter

To import a jobs filter

OO O A ODN =

On the left, click Activity monitor. Then click the Jobs tab.
In the toolbar, click Filter icon.

Click Actions > Manage filters.

Click My list.

Click Add > Import.

Select the filter that you want to import.

Export a jobs filter

To export a jobs filter

O O A WON -

On the left, click Activity monitor. Then click the Jobs tab.
In the toolbar, click Filter icon.

Click Actions > Manage filters.

Click My list or Shared.

Select the filter that you want to export.

Click Export.

NetBackup exports the filter as a .json file. Note that changing the name of the
file does not change the filter name. You can change the filter name after it is
imported.
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View the status of a redirected restore

A redirected restore may not produce a progress log if the restoring server has no
access to write the log files to the requesting server. The name of the requesting
server must appear in the server list for the server that performs the restore. (A
progress log is an entry on the Details tab for a job in the NetBackup web Ul.
Progress logs also display in the View status dialog box in the Backup, Archive,
and Restore client interface.)

Consider the following example. server1 requests a redirected restore from server2.
To write a log to serverl, serverl must appear in the servers list on server2.

To add a server requesting a redirected restore to the server list on the
restoring server

1

N o a b~ w

(=)

Troubleshooting

In the web U, sign in to the server that will perform the restore.
For example, sign in to server2.

On the left, select Hosts > Host properties.

Select the primary server.

For example, select server2.

If necessary, click Connect. Then click Edit primary server.
Click Servers.

On the Additional servers or the Media servers tab, click Add.
Enter the name of the server that is requesting the redirected restore.
For example, serveri.

Click Add.

Click Save.

Sign into to the requesting server.

For example, serverl.

Check the Activity monitor to determine the success of the restore operation.

the viewing and managing of jobs

You may see no job results because:

The keyword or keywords that you searched for do not match any of the details
for any jobs.

You applied a search filter and no jobs match the filter criteria.
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The jobs in the hierarchy view have parent jobs, but you do not have permission
to view the parent jobs.

Contact your NetBackup system administrator to get the necessary RBAC role
permissions.

NetBackup limits the number of tabs that you can have open with the Jobs
hierarchy view.

If you cannot expand a parent job and see its child jobs, try closing any additional
Jobs tabs that you have open.

Some job actions may not be available to workload administrators with limited RBAC
permissions on certain assets.

See “Job actions not available for workload administrators with limited RBAC
permissions on assets” on page 58.

Job actions not available for workload administrators with
limited RBAC permissions on assets

Note following issues for view and managing jobs with the NetBackup web Ul:

A job does not receive an asset ID until it runs, which means a queued job does
not have an asset ID. Users that have roles with more granular asset permissions
for a workload are not able to view or cancel queued jobs.

This behavior does not affect users with an RBAC role that has full job
permissions or a role that can manage all assets for a particular workload.

A job does not receive an asset ID if the asset is not yet discovered. Users that
have roles with more granular asset permissions for a workload are not able to
cancel or restart a job for the asset.

This behavior does not affect users with an RBAC role that has full job
permissions or a role that can manage all assets for a particular workload.

Example 1 - VMware administrator with limited asset
permissions cannot cancel any queued jobs

Consider a user that has RBAC permissions only for a VMware vCenter or one or
more VMs.

The user cannot see queued jobs for the vCenter or for the VMs.

Similarly, the user is not able to cancel any queued jobs for the vCenter or for
the VMs.
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Example 2 - VMware or RHV administrator with limited
asset permissions cannot cancel or restart jobs for
undiscovered assets

Consider a user that has RBAC permissions only for a VMware vCenter or an RHV
server. This user also has one or more job permissions for these assets, but does
not have job permissions for all workload assets.

= A new asset is added to the environment, but the discovery process hasn't run
yet.

= An existing intelligent group is configured so it includes the new asset.
= When the backup runs, it includes the new asset in the backup.

= The user is not able to cancel or restart a job for the new asset.



Device monitor

This chapter includes the following topics:
= About the Device Monitor
s About media mount errors

= About pending requests and actions

About the Device Monitor

Use the Device monitor to manage your tape drives, disk pools, and service
requests for operators, as follows:

Media mounts See “About media mount errors” on page 61.

Pending requests See “About pending requests and actions” on page 62.

and actions See “About pending requests for storage units” on page 63.
See “Resubmit a pending request” on page 65.
See “Resolve a pending action” on page 64.

See “Deny a pending request” on page 65.



Tape drives

Disk pools
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See “Change a drive comment” on page 261.

See “About downed drives” on page 262.

See “Change a drive operating mode” on page 262.
See “Clean a tape drive” on page 263.

See “Reset a drive ” on page 264.

See “Reset the mount time of a drive ” on page 265.
See “Set the drive cleaning frequency” on page 265.
See “View drive details” on page 266.

See “Deny a pending request” on page 65.

More information about disk pools is available in the NetBackup guide
for your disk storage option:

s The NetBackup AdvancedDisk Storage Solutions Guide.
= The NetBackup Cloud Administrator's Guide.

» The NetBackup Deduplication Guide.

» The NetBackup OpenStorage Solutions Guide for Disk.
» The NetBackup Replication Director Solutions Guide.

About media mount errors

Errors can occur when media is mounted for NetBackup jobs. Depending on the
type of error, NetBackup adds the mount request to the pending requests queue
or cancels the mount request, as follows:

Adds to the
pending requests
queue

Cancels the
request

When NetBackup adds the mount request to the queue, NetBackup
creates an operator-pending action. The action appears in the Device
monitor. A queued mount request leads to one of the following actions:

= The mount request is suspended until the condition is resolved.
= The operator denies the request.
= The media mount time out is reached.

When a mount request is automatically canceled, NetBackup tries to
select other media to use for backups. (Selection applies only in the
case of backup requests.)

Many conditions lead to a mount request being automatically canceled
instead of queued. When a media mount is canceled, NetBackup selects
different media so that the backup is not held up.
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When NetBackup selects different media

The following conditions can lead to automatic media reselection:

= The requested media is in a DOWN drive.

= The requested media is misplaced.

= The requested media is write protected.

= The requested media is in a drive not accessible to the media server.

= The requested media is in an offline ACS LSM (Automated Cartridge System
Library Storage Module). (ACS robot type only.)

= The requested media has an unreadable barcode. (ACS robot type only.)
= The requested media is in an ACS that is not accessible. (ACS robot type only.)

= The requested media is determined to be unmountable.

About pending requests and actions

In the NetBackup web Ul click Storage > Device Monitor. Then click on the
Device monitor tab. If requests await action or if NetBackup acts on a request, the
request displays in the Pending requests pane. For example, if a tape mount
requires a specific volume, the request displays in the Pending requests pane. If
NetBackup requires a specific volume for a restore operation, NetBackup loads or
requests the volume.

If NetBackup cannot service a media-specific mount request automatically, it
changes the request or action to a pending state.

Table 4-1 Pending states

Pending state | Description

Pending request | Specifies that a pending request is for a tape mount that NetBackup
cannot service automatically. Operator assistance is required to
complete the request. NetBackup displays the request in the Pending
requests pane.

NetBackup assigns pending status to a mount request when it cannot
determine the following:

= Which standalone drive to use for a job.
= Which drive in a robot is in Automatic Volume Recognition (AVR)
mode.
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Table 4-1 Pending states (continued)

Pending state | Description

Pending action Specifies that a tape mount request becomes a pending action when
the mount operation encounters problems, and the tape cannot be
mounted. Operator assistance is required to complete the request, and
NetBackup displays an action request in the Pending requests pane.
Pending actions usually occur with drives in robotic libraries.

About pending requests for storage units

In the NetBackup web U, click Storage > Device Monitor. Then click on the
Device monitor tab.

The following tape mount requests do not appear in the Pending requests pane:
= Requests for backups
= Requests for a tape that is required as the target of a duplication operation

These requests are for resources in a storage unit and therefore are not for a specific
volume. NetBackup does not assign a mount request for one storage unit to the
drives of another storage unit automatically. Also, you cannot reassign the mount
request to another storage unit.

If the storage unit is not available, NetBackup tries to select another storage unit
that has a working robot. If NetBackup cannot find a storage unit for the job,
NetBackup queues the job (a Queued state appears in the Activity monitor).

You can configure NetBackup so that storage unit mount requests are displayed
in the Device monitor if the robot or drive is down. Pending requests display in the
Device monitor, and you can assign these mount requests to drives manually.

Resolve a pending request
Use the following procedure to resolve a pending request.
To resolve a pending request

1 Insert the requested volume in a drive that matches the density of the volume
that was requested.

Open the NetBackup web Ul.

On the left, click Storage > Tape storage. Then click on the Device monitor
tab.

4 In the Pending requests pane, select the request and note the contents of
the following columns of the request:
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11
12
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= Density

= Recorded media ID

= Mode

Find a drive type that matches the density for the pending request.
Verify that the drive is up and not assigned to another request.

Locate the drive. Then ensure that the drive and the pending request are on
the same host.

If necessary, get the media, write-enable it, and insert it into the drive.

Wait for the drive to become ready, as explained in the vendor’s drive equipment
manual.

Locate the request. Then click Actions > Assign request.
Verify that the request was removed from the Pending requests pane.
Click on the drive name, then click on the Drive status tab.

Verify that the job request ID appears in the Request ID column for the drive.

Resolve a pending action

A pending action is similar to a pending request. For a pending action, NetBackup
determines the cause of the problem and issues an instruction to the operator to
resolve the problem.

Use the following procedure to resolve a pending action.

To resolve a pending action

1
2

o 0 A~ W

Open the NetBackup web UlI.

On the left, click Storage > Tape storage. Then click on the Device monitor
tab.

In the Pending requests pane, locate the pending action.

Click Actions > Display pending action.

Review the list of possible actions and click OK.

Correct the error condition and either resubmit the request or deny the request.
See “Resubmit a pending request” on page 65.

See “Deny a pending request” on page 65.
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Resubmit a pending request
After you correct a problem with a pending action, you can resubmit the request.

If the problem is a volume missing from a robot, first locate the volume, insert it into
the robot, and then update the volume configuration. Usually, a missing volume
was removed from a robot and then requested by NetBackup.

To resubmit a request
1 Open the NetBackup web UL.

2 On the left, click Storage > Tape storage. Then click on the Device monitor
tab.

3 Inthe Pending requests pane, locate the request.

4 Click Actions > Resubmit request.

Deny a pending request

Some situations may require that you deny requests for service. For example, when
a drive is not available, you cannot find the volume, or the user is not authorized
to use the volume. When you deny a request, NetBackup sends an appropriate
status message to the user.

To deny a request
1 Open the NetBackup web UL.

2 On the left, click Storage > Tape storage. Then click on the Device monitor
tab.

3 Inthe Pending requests pane, locate the request.

Then click Actions > Deny request.
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This chapter includes the following topics:
= Job notifications

= NetBackup event notifications

Job notifications

The following types of email notifications are available for NetBackup jobs.

= Notifications when job failures occur. NetBackup supports the ticketing systems
that use inbound email service for ticket creation.
See “Send email notifications for job failures” on page 66.

= Notifications to the backup administrator about backups with a non-zero status.
See “Send notifications to the backup administrator about failed backups”
on page 69.

= Notifications to the host administrator about successful and failed backups for
a specific host.
See “Send notifications to a host administrator about backups” on page 70.

Send email notifications for job failures

You can configure NetBackup to send email notifications when job failures occur.
This way administrators spend less time monitoring NetBackup for job failures and
manually creating tickets to track issues. NetBackup supports the ticketing systems
that use inbound email service for ticket creation.

See “Status codes that generate alerts” on page 68.

NetBackup generates alerts based on certain job failure conditions or NetBackup
status codes. Alerts that are similar or have a similar reason for failure are marked
as duplicates. Email notifications for duplicate alerts are not sent for the next 24
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hours. If a notification cannot be sent, NetBackup retries every 2 hours, up to three
attempts.

NetBackup audits an event if changes are made to the alert settings or when it
cannot generate an alert or send an email notification. See “About NetBackup
auditing” on page 387.

Prerequisites

Review the following requirements before you configure email notifications using
a ticketing system.

= The ticketing system is up and running.
= The SMTP server is up and running.

= A policy is configured in the ticketing system to create tickets (or incidents)
based on the inbound emails that NetBackup sends.

To configure email notifications

1 Atthe top right, click Settings > Email notifications.
2 Go to the Email notifications tab.

3 Select Send email notifications.
4

Enter the email information including the recipient's email address, the sender's
email address, and the email sender's name.

5 Enter the SMTP server details including the SMTP server name and port
number.

Provide the SMTP username and password if you have specified the credentials
earlier on the SMTP server.

Click Save.
Log on to the ticketing system to view the tickets that were created based on
NetBackup alerts.

Exclude specific status codes from email notifications

You can exclude specific status codes so that email notifications are not sent for
these errors.

To exclude specific status codes
1 Atthe top right, click Settings > Email notifications.

2 Locate Exclude status codes.
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3 Enter the status codes or a range of status codes (separated by commas) for
which you do not want to receive email notifications.

4 Click Save.

Sample email notification for an alert

An email notification for an alert contains information about the primary server, job,
policy, schedule, and error. Emails may contain other information based on the type
of job. For example, for VMware job failures, details such as vCenter Server and
ESX host are present in the email notification.

Example email notification:

Primary Server: primaryl.example.com
Client Name: clientl.example.com

Job ID: 50

Job Start Time: 2018-05-17 14:43:52.0
Job End Time: 2018-05-17 15:01:27.0
Job Type: BACKUP

Parent Job ID: 49

Policy Name: Win policy

Policy Type: WINDOWS NT

Schedule Name: schedulel

Schedule Type: FULL

Status Code: 2074

Error Message: Disk volume is down

Status codes that generate alerts

The NetBackup web Ul supports alerts for VMware job failures and retains the alerts
for 90 days. NetBackup generates alerts for the supported status codes for following
job types: backup, snapshot, snapshot replication, index from snapshot, and backup
from snapshot. For the complete list of status codes for which alerts are generated,
refer to the information for alert notification status codes in the NetBackup Status

Codes Reference Guide.

Table 5-1 lists some of the conditions or status codes for which alerts are generated.
These alerts are sent to the ticketing system through email notifications.
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Table 5-1 Examples of status codes that generate alerts
Status Error message

code

10 Allocation failed

196 Client backup was not attempted because backup window closed
213 No storage units available for use

219 The required storage unit is unavailable

2001 No drives are available

2074 Disk volume is down

2505 Unable to connect to the database

4200 Operation failed: Unable to acquire snapshot lock

5449 The script is not approved for execution

7625 SSL socket connection failed

Send notifications to the backup administrator about failed backups

You can send notifications to the backup administrator about backups with a
non-zero status.

On UNIX, NetBackup uses the mail transfer agent sendmail to send email
notifications. For Windows, NetBackup requires that an application to transfer
messages using SMTP is installed and that the nbmail.cmd script is configured on
the Windows hosts that send notifications.

See “Configure the nbmail.cmd script on the Windows hosts” on page 70.

To configure notifications for the backup administrator of a NetBackup host, see
the following topic.

See “Send notifications to a host administrator about backups” on page 70.
To send notifications to the backup administrator about failed backups

On the left, select Hosts > Host properties.

N

Select the primary server.

w

If necessary click Connect. Then click Edit primary server.

Click Global attributes.

H
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5 Enter the email address of the administrator. (Separate multiple addresses
with commas.)

6 Click Save.

Send notifications to a host administrator about backups

You can send notifications to the host administrator about successful and failed
backups for a specific host.

On UNIX, NetBackup uses the mail transfer agent sendmail to send email
notifications. Windows requires that an application to transfer messages with SMTP
is installed. You also must configure the nbmail.cmd script on the Windows hosts
that send notifications.

See “Configure the nbmail.cmd script on the Windows hosts” on page 70.
To send notifications for backups of a specific host

On the left, select Hosts > Host properties.

Select the client.

If necessary click Connect. Then click Edit client.

Click Universal settings.

a h~h WODN

Choose how to send the email notifications.
= To send email notifications from the client, select Client sends email.
= To send email notifications from the server, select Server sends email.

6 Enter the email address of the host administrator. (Separate multiple addresses
with commas.)

7 Click Save.

Configure the nbmail.cmd script on the Windows hosts

For Windows hosts to send and receive email notifications about backups, the
nbmail.cmd script must be configured on the applicable hosts.

To configure the nbmail.cmd script on the Windows hosts
1 Create a backup copy of nbmail.cmd.
2 On the primary server, locate the following script:
install path\NetBackup\bin\goodies\nbmail.cmd
3 Copy the script to the following directory on the applicable hosts:

install path\NetBackup\bin\
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Primary and media NetBackup sends notifications from the server if you configure the
server following setting:

= The Administrator’s email address in Global Attributes.

= The Server sends email option in the Universal Settings.

Client. NetBackup sends notifications from the client if you configure the
following setting:

» The Client sends email option in the Universal Settings.

Use a text editor to open nbmail.cmd.

The following options are used in the script:

-s The subject line of the email

-t Indicates who receives the email.

-1 The originator of the email, though it is not necessarily known to the
mail server. The default (-i Netbackup) shows that the email is from
NetBackup.

-server The name of the SMTP server that is configured to accept and relay
emails.

-gq Suppresses all output to the screen.

Adjust the lines as follows:

= Remove @REM from each of the five lines to activate the necessary
sections for BLAT to run.

s Replace SERVER_1 with the name of the mail server. For example:

Netbackup -server emailserver.company.com -g

Netbackup -server emailserver.company.com -g -attach %4

Save nbmail.cmd.
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NetBackup event notifications

To make NetBackup administrators aware of important system events, NetBackup
regularly queries system logs and displays notifications about the events.

Note: Job events are not included with these notifications. See job details in the
Activity Monitor for information about job events.

A Notifications icon is located at the top right in the web Ul. You can click the icon
to open the Notifications window and view a list of critical notifications 10 at a time.
If a number is displayed with the icon, it indicates how many unseen critical
messages exist. After you have opened the window, the number is reset.

From the window, you can choose to see a more comprehensive list of all
notifications. Each event has a category for its NetBackup or external component
and is assigned a severity level:

= Error
m Critical
=  Warning

s Information
= Debug
= Notice

You can sort, filter, and search the list. The comprehensive list also lets you review
details about each event. The details include the full description as well as any
appropriate extended attributes.

NetBackup notifications are not available if the NetBackup Messaging Broker
(nbmgbroker) is not running. See the NetBackup Troubleshooting Guide for
information about restarting the service.



Notifications
NetBackup event notifications

View notifications

To view notifications

1

At the top right, click the Notifications icon to view a list of critical notifications
10 at a time.

Note: If a number is displayed with the icon, it indicates how many unseen
critical messages exist. After you have opened the Notifications window, the
number is reset.

Click Load 10 more to view the next 10 notifications. After you have viewed
30 notifications, click Show all to view any remaining messages.

Use Refresh to load the most recent natifications again.

To view all notifications, click Show all to open the Events page. On the page,
you can do the following:

= Click an event to view its details. The details include the full description as
well as extended attributes.

= To sort the list, click any of the column headings except Description. Events
are sorted by default by the date received.

= To filter events, click Filter. You can filter by Severity and Timeframe.
In the Filters menu, select the parameter values you want to filter by, and
then click Apply filters.
To remove all filters, click Clear all.

= To search for events, enter the search string in the Search field. You can
search for values in all columns except Description and Received.

Modify or disable NetBackup event notifications in the web Ul

You can disable specific types of NetBackup event notifications that appear in the
web Ul, or modify their severity and priority, by making changes to the
eventlog.properties file on the NetBackup primary server:

Windows:
install path\var\global\wmc\h2Stores\notifications\properties

UNIX:

/usr/openv/var/global/wmc/h2Stores/notifications/properties
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Disable event notifications
To disable event notifications

& Add aprsaBLE entry in the eventlog.properties file in one of the following
formats:

DISABLE.NotificationType = true
Or DISABLE.NotificationType.Action = true
Or DISABLE. namespace

For valid NotificationType and Action values, see the following topic.

See “NetBackup event types supported with notifications” on page 75.

For example:

= To disable notifications about all storage unit events:
DISABLE.StorageUnit = true

= To disable only notifications about create storage unit events:
DISABLE.StorageUnit.CREATE = true

= To disable only notifications about update to storage unit events using a
namespace:

DISABLE.eventlog.vrts.nbu.emm.storageunit.update = true

Modify event notifications
To modify the priority or severity of event notifications

¢ Addor change an entry in the eventlog.properties file in one of the following
formats:

NotificationType.Action.priority = value

Or NotificationType.Action.severity = value

Valid priority values are: Low, MEDIUM, HIGH

Valid severity values are: CRITICAL, ERROR, WARNING, INFO, DEBUG
For example:

= To set priority and severity for create storage unit events:

StorageUnit.CREATE.priority = LOW
StorageUnit.CREATE.severity = INFO
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Note: It can take up to one minute for the events of type Policy, SLP, and Catalog
to generate after the corresponding action has been performed.

NetBackup event types supported with notifications

The following NetBackup event types support event notifications in the NetBackup

web UL
Table 5-2 NetBackup event types supported with notifications
Event type and Action Severity | Sample notification message
notification type value
Autodiscovery and Discover no actions | INFO An appropriate notification is generated when an
Now autodiscovery action or a Discover Now action is performed
. for VMWare, RHV, or Cloud servers.
AutoDiscoveryEvent
no actions | CRITICAL Note: An appropriate notification is generated when an
autodiscovery action or a Discover Now action fails for
VMWare, RHV, Nutanix, or Cloud servers.
Note: An appropriate notification is generated when an
autodiscovery action or a Discover Now action fails for
VMWare, RHV, or Cloud servers.
CRL Health Not CRITICAL | The CRL on host $ {hostName} is not refreshed.
applicable
Catalog Backup Health Not CRITICAL | One or more users who can access the identity files that
applicable need to be backed up as part of the disaster recovery (DR)
package, do not exist on the system.
Catalog Image Expiration Not CRITICAL | Event for Catalog Image received. No additional details
Catalog applicable found.
Note: Also applicable for Catalog Image Image_Name was modified.
manual image expiration. Catalog Image Image_Name expired.
cDOT Client CREATE |INFO {Cluster_Data_ ONTAP_Client_Name} was added as a
. cDOT client.
cDOTClientEvent
DELETE | CRITICAL |{Cluster_Data_ ONTAP_Client Name} was deleted as a
cDOT client.
Certificate Health Not CRITICAL | The certificate for host $ {hostName} is going to expire

applicable

soon.
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Table 5-2 NetBackup event types supported with notifications (continued)
Event type and Action Severity | Sample notification message
notification type value
Client CREATE |INFO The client {Client_Name} was created.
ClientEvent
DELETE | CRITICAL | The client {Client_Name} was deleted.
UPDATE | INFO The client {Client_Name} was updated.
NetBackup Configuration Not CRITICAL | The NetBackup configuration file contains multiple
Health applicable CLIENT NAME entries.
NetBackup Configuration Not CRITICAL | The service user does not have the required permissions
Health applicable on one or more links or junction target directories. Run the
'Install Path\NetBackup\bin\goodies\nbserviceuserand.exe
-addAcl' command to assign the correct permissions.
The service user does not have the required permissions
on one or more soft link target directories.
The service user does not have the required permissions
on ALTPATH directories that are configured for one or
more clients. Run the
'Install Path\NetBackup\bin\goodies\nbserviceuserand.exe
-addAcl' command to assign the correct permissions.
NetBackup Configuration Not INFO Assigned the execute permission to the service user on
Health applicable one or more NetBackup directories.
NetBackup Configuration Not WARNING | Could not assign the execute permission to the service
Health applicable user on one or more NetBackup directories.
DBPaaS Operation RCA Not CRITICAL | Cannot complete backup. See the Root Cause Identifier
applicable (RCA\) link for more information.
Drive CREATE |INFO The drive {Drive_Name} was created for host {Host_Name}.
DriveChange
DELETE |CRITICAL | Thedrive {Drive_Name} was deleted for host {Host _Name}.
UPDATE | INFO The drive {Drive_Name} was updated for host

{Host_Name}.

Note: A notification message like this one is generated
when a drive is updated for a particular host or when a
drive state is changed to UP or DOWN.
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Table 5-2 NetBackup event types supported with notifications (continued)
Event type and Action Severity | Sample notification message
notification type value
Isilon Client CREATE |INFO {Isilon_Filer_Client_Name} was added as an Isilon client.
IsilonClientEvent
DELETE | CRITICAL | /({Isilon_Filer_Client_Name} was deleted as an Isilon client.
KMS Certificate Expiration EXPIRY WARNING | The certificate that is used to communicate with the KMS
) server {KMS_Server_Namej}${server} is about to expire in
KMSCredentialStatus . . .
{days_to_expiration}. If the certificate is not renewed on
time, communication with the KMS server fails.
Library Event - Robot CREATE |INFO The library {Library _Name} was created for host
Library {Host_Name}.
DELETE |CRITICAL | The library {Library Name} was deleted for host
{Host_Name}.
UPDATE | INFO The library {Library_Name} was updated for host
{Host_Name}.
Machine CREATE |INFO The host {Host_Name} was created.
[Primary/Media/Cluster]
Machine
DELETE |CRITICAL | The host {Host Name} was deleted.
Media CREATE |INFO The media {Media_ID} was created.
Media
DELETE | CRITICAL | The media {Media_ID} was deleted.
UPDATE |INFO The media {Media_ID} was updated.
Media Group CREATE |INFO The media group {Media_Group_ID} was created.
MediaGroup
DELETE |CRITICAL | The media group {Media_Group_ID} was deleted.
UPDATE |INFO The media group {Media_Group_ID} was updated.
Media Pool CREATE |INFO The media pool {Media_Pool_ID} was created.
MediaPool
DELETE |CRITICAL | The media pool {Media_Pool_ID} was deleted.
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Table 5-2 NetBackup event types supported with notifications (continued)
Event type and Action Severity | Sample notification message
notification type value
UPDATE | INFO The media pool {Media_Pool_ID} was updated.
Message Broker Service Status | RUNNING | INFO The NetBackup Messaging Broker service is running.
. NetBackup internal notifications are now enabled.
ServiceStatus
STOPPED | INFO The NetBackup Messaging Broker service is stopped.
NetBackup internal notifications are now disabled.
Policy Create INFO The policy {Policy Name} was created.
Policy Event for Policy received. No additional details found.
Note: When possible, an
aggregated policy event for two
or more policy actions is
created.
Update INFO or The policy {Policy Name} was activated.
CRITICAL The policy {Policy Name} was deactivated.
The policy {Policy Name} was updated.
The client {Policy Name} was added to the policy
${policyName}.
The client {Policy Name} was removed from the policy
{Policy_Name}.
The schedule {Policy Name} was added to the policy
${Policy_Name}.
The schedule {Policy Name} was removed from the policy
{Policy_Name}.
Delete CRITICAL | The policy {Policy Name} was deleted.
Protection Plan Create INFO Received an event for protection plan.
ProtectionPlan The protection plan Protection_Plan_Name is created.
The protection plan Protection_Plan_Name is created from
existing NetBackup policy.
Update INFO The protection plan Protection_Plan_Name is updated.
Delete CRITICAL | The protection plan Protection_Plan_Name is deleted.
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Table 5-2 NetBackup event types supported with notifications (continued)
Event type and Action Severity | Sample notification message
notification type value
Protection Plan Subscription | Create INFO Received an event for protection plan subscription.
ProtectionPlanSubscription The Asset_Class Asset_Display Name is subscribed to
protection plan Protection_Plan_Name.
Update INFO The Asset_Class Asset_Display_Name subscription with
protection plan Protection_Plan_Name is updated.
Delete CRITICAL | The Asset_Class Asset_Display Name is unsubscribed
from protection plan Protection_Plan_Name.
Retention Event UPDATE | INFO Retention level has been changed.
RetentionEvent
Storage life cycle policy Create INFO Event for Storage Lifecycle Policy received. No additional
details found.
SLP
The Storage Lifecycle Policy {Policy Name} was created.
Delete CRITICAL | The Storage Lifecycle Policy {Policy Name} was deleted.
The Storage Lifecycle Policy {Policy Name} with version
Version_Number was deleted.
Storage life cycle policy state | UPDATE |INFO The SLP version {Version} was changed.
change
SlpVersionActInactEvent
Storage Unit CREATE |INFO The storage unit {Storage_Unit_Name} was created.
StorageUnit
Note: Any change to a basic
disk staging schedule (DSSU),
such as adding, deleting, or
modifying, generates relevant
storage unit notifications. With
those notifications, some
additional policy notifications
are also generated with policy
name
_ D80 RILICY {Storage Unit Nare}.
DELETE | CRITICAL | The storage unit {Storage_Unit_Name} was deleted.
UPDATE |INFO The storage unit {Storage_Unit_Name} was updated.
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NetBackup event types supported with notifications (continued)

Event type and

notification type value

Action

Severity | Sample notification message

Storage Unit Group CREATE |INFO The storage unit group {Storage_Unit_Group_Name} was
, created.
StorageUnitGroup
DELETE |CRITICAL | The storage unit group {Storage_Unit_Group_Name} was
deleted.
UPDATE | INFO The storage unit group {Storage_Unit_Group_Name} was
updated.
UPDATE |INFO The storage service {Storage_Service_Name} was updated.
Usage Reporting No actions | INFO or The usage report generation has started.
. ERROR .
UsageReportingEvent The usage report is generated successfully.
Failed to generate the usage report. For more details, refer
to the gather and report logs in the parent directory.
VMware Discovery no actions | INFO VMware tags cannot be retrieved.
TAGSDISCOVERYEVENT
Web Truststore Health Not CRITICAL | One or more files and / or directories do not have
applicable appropriate web service user permissions.

About configuring automatic notification cleanup tasks

By default, NetBackup runs event notification cleanup tasks every 4 hours. Up to
10,000 event records are stored for up to 3 days in the event database. During the
cleanup tasks, NetBackup removes the older notifications from the database.
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You can change how often the cleanup tasks run, how many event records are kept
at one time, and the number of days a record is retained.

From a command line, use bpsetconfig Or bpgetconfig to change the parameter
values listed in Table 5-3. See the NetBackup Command Reference Guide for more
information about these commands.

You can also change the parameter values with the following APIs:
m GET/config/hosts/{hostId}/configurations
m POST/config/hosts/{hostId}/configurations

m GET/config/hosts/{hostId}/configurations/configurationName (fora
specific property)

m PUT/config/hosts/{hostId}/configurations/configurationName
m DELETE/config/hosts/{hostId}/configurations/configurationName

See the NetBackup 10.4 API Reference on SORT for more information about these

APls.
Table 5-3 Configurable parameters for automatic notification cleanup tasks
Minimum | Default | Maximum
Parameter and description value value value
EVENT_LOG_NOTIFICATIONS_ COUNT 1000 10000 100000

The maximum number of records that are stored, after which the cleanup process
removes the oldest record, overriding the retention value.

EVENT LOG NOTIFICATIONS RETENTION IN HOURS 24 (hours) 72 168 (hours)

The number of hours for which the events are stored in the database. (hours)

EVENT LOG_NOTIFICATIONS CLEANUP INTERVAL IN HOURS 1 (hour) |4 (hours) | 24 (hours)

The frequency at which the event cleanup service runs.
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Registering the data
collector

This chapter includes the following topics:

About the data collector

Register the data collector with Veritas Alta View

Renew Veritas Alta View token

Register the data collector with Veritas NetBackup IT Analytics
View and modify the data collector registration

Unregister the data collector

About the data collector

The data collector collects metadata from NetBackup and sends information such
as policies, jobs, image records to Veritas Alta View or Veritas NetBackup IT
Analytics. Based on the information that the data collector has sent, these
applications monitor, manage, and report on NetBackup domains.

See “Register the data collector with Veritas Alta View” on page 83.

See “Register the data collector with Veritas NetBackup IT Analytics” on page 84.

To receive data from the data collector, you need to register Veritas Alta View or
NetBackup IT Analytics with the data collector.

Note: Either Veritas Alta View or NetBackup IT Analytics can be registered with a
single data collector at a time.
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Register the data collector with Veritas Alta View

Register the data collector with Veritas Alta View

Veritas Alta View is a centralized management platform to manage multiple
NetBackup domains. It provides global enterprise data protection visibility and
operations. It is a cloud-based management console unifying the protection and
management of on-premises and cloud workloads from a single interface, delivering
simplified policy management, centralized visibility, and flexible protection strategies.

For more information, refer to the Veritas Alta View Help.

To enable Veritas Alta View to collect data from NetBackup, you must register the
data collector that you have on your primary server with Veritas Alta View using
the NetBackup web Ul.

To register the data collector with Veritas Alta View
1 On the top right, click Settings > Data collector registration.
2 Click Register with Veritas Alta View.

3 Click Choose file to select the registration file (JSON) that you have
downloaded using the Veritas Alta View Ul earlier.

See the 'Complete domain registration for NetBackup 10.1.1 and later' topic
in the Veritas Alta View Help.

4 Select the Use proxy server option and specify the proxy server settings.
This is an optional step.
5 Click Register.

After the registration with the data collector, you can monitor, manage, and
report on NetBackup domains using the Veritas Alta View Ul and the Veritas
Alta View Reports Ul.

After the registration, you can access Veritas Alta View using the NetBackup
web Ul. The Veritas Alta View option is added on the left pane in the Ul.

Renew Veritas Alta View token

After the data collector is registered with Veritas Alta View for data collection, the
connection between the Veritas Alta View server and the NetBackup primary server
is established.

You can view the registration and connection status using the NetBackup web Ul.
See “View and modify the data collector registration” on page 85.

However, the Veritas Alta View server may be disconnected from the primary server
if the token of Veritas Alta View has expired.
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To renew the Veritas Alta View token
1 On the top right, click Settings > Data collector registration.

2  Verify whether the WebSocket status is disconnected because the token has
expired.

3 Inthe Veritas Alta View Ul, on the NetBackup domains > Hosts tab, select
the primary server that is disconnected from this Veritas Alta View server.

4 Click Actions > Generate token.
Copy the token.

5 Inthe NetBackup web Ul, on the Data collector registration screen, click
Renew Veritas Alta View token.

6 Inthe Renew Veritas Alta View token dialog box, enter the token that you
have generated in the Veritas Alta View Ul.

7 Click Renew.

Register the data collector with Veritas NetBackup
IT Analytics

Veritas NetBackup IT Analytics is the storage resource management platform that
enables IT organizations to integrate storage and backup solutions to address rapid
growth and declining budgets.

For more information, see the NetBackup IT Analytics User Guide.

To enable NetBackup IT Analytics to collect data from NetBackup, you must register
the data collector that you have on your primary server with NetBackup IT Analytics
using the NetBackup web Ul.

If NetBackup IT Analytics portal is hosted on on-premise, you must register the
data collector with the portal.

To register the data collector with NetBackup IT Analytics
1 On the top right, click Settings > Data collector registration.
2 Click Register with NetBackup IT Analytics.

3 Click Choose file to select the registration file (JSON) that you have
downloaded using the NetBackup IT Analytics portal earlier.

See the 'Add/Edit Data Collectors' topic in the NetBackup IT Analytics User
Guide.
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4 Select the Use proxy server option and specify the proxy server settings.
This is an optional step.
5 Click Register.

After the registration with the data collector, you can monitor, manage, and
report on NetBackup domains using NetBackup IT Analytics.

View and modify the data collector registration

The data collector collects metadata from NetBackup and sends it to Veritas Alta
View or Veritas NetBackup IT Analytics. To receive data from the data collector,
you need to register Veritas Alta View or NetBackup IT Analytics with the data
collector.

Note: Either Veritas Alta View or NetBackup IT Analytics can be registered with a
single data collector at a time.

See “About the data collector” on page 82.
See “Register the data collector with Veritas Alta View” on page 83.
See “Register the data collector with Veritas NetBackup IT Analytics” on page 84.

After the data collector is registered with Veritas Alta View or Veritas NetBackup
IT Analytics, you can view the registration and connection status using the
NetBackup web Ul.

You can also modify some of the registration parameters.
To view and modify the data collector registration
¢ On the top right, click Settings > Data collector registration.

The Ul screen shows whether the data collector on the NetBackup primary
server is registered with Veritas Alta View or NetBackup IT Analytics.

= If the data collector on the NetBackup primary server is registered with
Veritas Alta View, the following details are displayed.

= Proxy server - Shows if the proxy server is enabled or disabled.
Click Edit to modify the proxy server settings.

= Data collection - Shows if the data collection is enabled or disabled.
Turn on the option if you want the data collector to start collecting data
from the NetBackup primary server.

s  WebSocket status - Shows the status of the connection between data
collector and Veritas Alta View server.
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The WebSocket may be disconnected in certain cases.

For example, the data collector is disconnected from the Veritas Alta
View server after the Veritas Alta View token has expired.

See “Renew Veritas Alta View token” on page 83.

= If the data collector on the NetBackup primary server is registered with
NetBackup IT Analytics, the following details are displayed.

= Proxy server - Shows if the proxy server is enabled or disabled.
Click Edit to modify the proxy server settings.

= Data collection - Shows if the data collection is enabled or disabled.
Turn on the option if you want the data collector to start collecting data
from the NetBackup primary server.

Unregister the data collector

To stop collecting data from NetBackup, you must unregister the data collector that
you have registered earlier with Veritas Alta View or NetBackup IT Analytics.

If you want to change registration from Veritas Alta View to NetBackup IT Analytics
portal or from NetBackup IT Analytics portal to Veritas Alta View, you must first
unregister the existing configuration.

To unregister the data collector
1 On the top right, click Settings > Data collector registration.

2 Click Unregister data collector.
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Managing host properties

This chapter includes the following topics:

Overview of host properties

View or edit the host properties of a server or client
Host information and settings in Host properties
Reset a host's attributes

Active Directory properties

Backup pool host properties

Busy file settings properties

Clean up properties

Client name properties

Client attributes properties

Client settings properties for UNIX clients

Client settings properties for Windows clients
Cloud Storage properties

Credential access properties

Data Classification properties

Default job priorities properties

Distributed application restore mapping properties

Encryption properties



Enterprise Vault properties
Enterprise Vault hosts properties
Exchange properties
Exclude list properties

Fibre transport properties
Firewall properties

General server properties
Global attributes properties
Logging properties

Lotus Notes properties
Media properties

Network properties

Network settings properties
Nutanix AHV access hosts
Port ranges properties
Preferred network properties
Properties setting in host properties
RHV access hosts properties
Resilient network properties
Resource limit properties
Restore failover properties
Retention periods properties
Scalable Storage properties
Servers properties
SharePoint properties

SLP settings properties

Throttle bandwidth properties

Managing host properties
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= Timeouts properties

= Universal settings properties

= UNIX client properties

= User account settings properties

= VMware access hosts properties

=  Windows client properties

= Configuration options not found in the host properties

= About using commands to change the configuration options on UNIX or Linux
clients and servers

Overview of host properties

The configuration options within the Host properties let an administrator customize
NetBackup to meet specific site preferences and requirements.

To change the properties of another client or server, the NetBackup server that you
signed in to must be in the Servers list on the other system.

For example, if you logged on to server_1 and want to change a setting on client_2,
client_2 must include server_1 in its Servers list.

See “Servers properties” on page 193.

A NetBackup administrator can use one of the following methods to read or set the
default configuration options. Some options cannot be configured by using the
NetBackup web Ul.

Table 7-1 NetBackup Host properties configuration methods

Method

Description

NetBackup Web Ul interface | Most properties are listed in the NetBackup web Ul in Hosts > Host properties.

Depending on the host to be configured, select the Primary server, Media server, or
Client.
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Table 7-1 NetBackup Host properties configuration methods (continued)

Method

Description

Command line

Use the nbgetconfig command or bpgetconfig command to obtain a list of
configuration entries. Then use nbsetconfigorbpsetconfig to change the options
as needed.

These commands update the appropriate configuration files on both Windows (registry)
and UNIX (bp . conf file) primary servers and clients.

Use the nbemmcmd command to modify some options on hosts.

Detailed information on these commands is available in the NetBackup Commands
Reference Guide.

vm. conf file

The vm. conf file contains configuration entries for media and device management.

See the NetBackup Administrator's Guide, Volume Il for more information.

Backup, Archive, and
Restore client interface

Administrators can specify configuration options for NetBackup clients.

See the NetBackup Backup, Archive, and Restore Getting Started Guide.

View or edit the host properties of a server or

client

The configuration options within the Host properties let an administrator customize
NetBackup to meet specific site preferences and requirements. The NetBackup
web Ul displays properties for NetBackup primary servers, media servers, and
clients.

Note: In a clustered environment, you must make changes to host properties
separately on each node of the cluster.

View or edit the host properties of the primary server
To view or edit the host properties of the primary server

1 On the left, click Hosts > Host properties.

At the top left, from the list select Primary server.

Select the primary server and click Connect.

Click Edit primary server.

a h~h WODN

Make any changes that you want. Then click Save.
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View or edit the host properties of a media server
To view or edit the host properties of a media server

On the left, click Hosts > Host properties.

At the top left, from the list select Media server.

Select the media server and click Connect.

Click Edit media server.

A H ON =

Make any changes that you want. Then click Save.

View or edit the host properties of a client
To view or edit the host properties of a client

On the left, click Hosts > Host properties.

At the top left, from the list select Client server.

Select the client and click Connect.

Click Edit client.

a h~h WODN

Make any changes that you want. Then click Save.

Host information and settings in Host properties

In Hosts > Host properties you can view the information and certain settings for
each host in the NetBackup environment.

Table 7-2 Host properties for hosts

Property name Description

Host The NetBackup client name of the host.
Operating system The operating system and OS version on which

the host is installed.

OS type The type of OS.

Host type The type of host: Primary server, media server, or
client.

IP address The IP address of the host.

Version The NetBackup version of the host.
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Table 7-2 Host properties for hosts (continued)
Property name Description
Status Indicates if the host is connected and available for

a user to update its host properties. If necessary,
select the host and click Connect.

Resiliency Indicates if Resilient network settings are

configured on the primary server.

See “Resilient network properties” on page 178.

Host mappings Lists any host mappings that are configured for the

host.

See “Approve or add mappings for a host that has
multiple host names ” on page 408.

Reset a host's attributes

In some cases you need to reset a host's attributes to allow successful
communication with the host. A reset is most common when a host is downgraded
to a 8.0 or earlier version of NetBackup. After the downgrade, the primary server
cannot communicate with the client because the communication status for the client
is still set to the secure mode. A reset updates the communication status to reflect
the insecure mode.

When you reset a host's attributes:

NetBackup resets the host ID to host name mapping information, the host's
communication status and so on. It does not reset the host ID, host name, or
security certificates of the host.

The connection status is set to the insecure state. The next time the primary
server communicates with the host, the connection status is updated
appropriately.

To reset the attributes for a host

On the left, select Security > Host mappings.
Locate the host and click Actions > Reset attributes.
Choose if you want to communicate insecurely with 8.0 and earlier hosts.

NetBackup can communicate with a 8.0 or earlier host when the Allow
communication with NetBackup 8.0 and earlier hosts option is enabled in
the Global Security Settings.
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Note: If you unintentionally reset a host’s attributes, you can undo the changes by
restarting the bpcd service. Otherwise, the host attributes are automatically updated
with the appropriate values after 24 hours.

Active Directory properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
Windows client. If necessary click Connect, then and click Edit client. Then click
Windows Client > Active Directory.

The Active Directory properties apply to the backup of currently selected Windows
Server client. The Active Directory properties determine how the backups that
allow Active Directory granular restores are performed.

The Active Directory host properties contain the following settings.

Table 7-3 Active Directory properties

Property

Description

Perform consistency check before backup | Checks snapshots for data corruption. Applies only to snapshots that
when using Microsoft Volume Shadow Copy | the Microsoft Volume Shadow Copy Services (VSS) performs.

Service snapshot provider

If corrupt data is found and this option is not selected, the job fails.

See “Windows open file backup tab of the Client attributes properties”
on page 107.

Continue with backup if consistency check | Continues the backup job even if the consistency check fails.

fails

It may be preferable for the job to continue, even if the consistency

check fails. For example, a backup of the database in its current state
may be better than no backup at all. Or, it may be preferable for the
backup of a large database to continue if it encounters only a small

problem.

Backup pool host properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Backup host pools.

The Backup host pools properties apply to the backup of the currently selected
primary server. A backup host pool is a group of hosts where NetBackup stages
the snapshots of the volumes for the backup process to access them. These hosts
can be NetBackup clients, media servers, or a primary server.

94



Managing host properties
Backup pool host properties

For the hosts that you add to the backup host pool, their volumes are distributed
for backup purposes on the backup hosts. This configuration results in a better
backup performance.

You can create a backup host pool with different versions of NetBackup hosts. You
can create Windows backup host pools only with version 9.0.1 or later. Windows
hosts with a version earlier than 9.0.1 are not displayed.

Note the following important points:

= In a backup host pool you can either have Linux hosts or Windows hosts only.
A pool does not support hosts with both platforms.

= All the hosts in the backup host pool must use the same OS version. This way
each host has the same version of NFS for consistent backups.

= For backup hosts with a multi-NIC setup, add the host name that is already used
on the NetBackup primary server. Do not add an alias name or any other host
names in the backup host pool.

Add a backup host pool

To add a backup host pool

1 Open the NetBackup web Ul.

2 On the left, click Hosts > Host properties.

3 Selectthe primary server. If necessary, click Connect. Then click Edit primary
server.

Click Backup host pools.
Click Add.

Enter the Backup host pool name.

N o g b~

In the Enter hostname to add to list box, type the name and click Add to
list.

8 A pool can either have Linux or Windows hosts. To filter the backup hosts in
the list, from the OS type list select Windows or Linux.

9 From the list, select the hosts that you want to add to the pool.
10 Click Save.
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Add or remove hosts from a backup host pool
To add or remove hosts from a backup host pool

1 Open the NetBackup web UI.

2 On the left, click Hosts > Host properties.

3 Select the primary server. If necessary, click Connect. Then click Edit primary
server.

4 Click Backup host pools.
Locate the pool and click Actions > Edit.

A pool can either have Linux or Windows hosts. To filter the backup hosts in
the list, from the OS type list select Windows or Linux.

7 Select the hosts that you want to include the pool. Or, deselect the hosts you
want to remove from the pool.

8 Click Save.

Delete a backup host pool

You cannot delete a backup host pool if it is part of policy. You must first select a
different pool in the policy.

To add or remove hosts from a backup host pool
1 Open the NetBackup web UI.
2 On the left, click Hosts > Host properties.

3 Select the primary server. If necessary, click Connect. Then click Edit primary
server.

4 Click Backup host pools.

5 Locate the pool and click Actions > Delete > Delete.

Busy file settings properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
UNIX client. If necessary click Connect, then click Edit client. Click UNIX client
> Busy file settings.

The Busy file settings properties define what occurs when NetBackup encounters
a busy file during a backup of a UNIX client.

The Busy file settings host properties contain the following settings.
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Table 7-4 Busy file settings properties

Property

Description

Working directory

Specifies the path to the busy-files working directory. On a UNIX client, the value in the
user’s SHOME /bp . conf file takes precedence if it exists. By default, NetBackup creates
the busy files directory in the /usr/openv/netbackup directory.

Administrator email
address

Specifies the recipient of the busy-file notification message when the action is set to Send
email. By default, the mail recipient is the administrator. On a UNIX client, the value in the
user's SHOME /bp . conf file takes precedence if it exists. By default,

BUSY FILE NOTIFY USERIis notinany bp.conf file and the mail recipientis root.

Process busy files

Enables busy files to be processed according to the host property settings. NetBackup
follows the Busy file settings if it determines that a file changes during a backup. By
default, Process busy files is not enabled and NetBackup does not process the busy files.

Additional information about busy file processing is available in the NetBackup
Administrator’s Guide, Volume II.

File action file list

Specifies the absolute path and file name of the busy file. The metacharacters *, ?, [], [ - ]
can be used for pattern matching of file names or parts of file names.

Add

Adds a new file entry. Enter the file and path directly, or browse to select a file.

Actions > Delete

Deletes the selected file from the file action list.

Retry count

Specifies the number of times to try the backup. The default retry count is 1.

Busy file action

The following options specify which action to take when busy-file processing is enabled.
On a UNIX client, the value in the user’s SHOME /bp . conf file takes precedence if it exists.

= Send email sends a busy sends a busy file notification message to the user that is
specified in Administrator email address.

= Retry the backup retries the backup on the specified busy file. The Retry count value
determines the number of times NetBackup tries a backup.

= Ignore excludes the busy file from busy file processing.

Activating the Busy file settings in host properties

To activate the settings in the Busy file settings host properties, use the following

procedure.
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To activate Busy file settings

1 Copy the bpend notify busy script:
/usr/openv/netbackup/bin/goodies/bpend notify busy
to the path:

/usr/openv/netbackup/bin/bpend notify

Set the file access permissions to allow group and others to run bpend_notify.
Configure a policy with a user backup schedule for the busy file backups.

This policy services the backup requests that the repeat option in the actions
file generates. The policy name is significant. By default, NetBackup
alphabetically searches (uppercase characters first) for the first available policy
with a user backup schedule and an open backup window. For example, a
policy name of AAA_busy files is selected ahead of B_policy.

Clean up properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Clean-up.

The Clean up properties manage the retention of various logs and incomplete jobs.
The Clean up properties apply to primary servers.

The Clean up host properties contain the following settings.
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Clean up properties

Property

Description

Keep true image restoration (TIR)
information

Specifies the number of days to keep true image restore information on disk.
After the specified number of days, the images are pruned (removed). Applies
to all policies for which NetBackup collects true image restore information.

The default is one day.

When NetBackup performs a true image backup, it stores the following
images on the backup media:

s Backed up files
= True image restore information

NetBackup also stores the true image restore information on disk in the
following directories:

On Windows:

install path\NetBackup\db\images
On UNIX:
/usr/openv/netbackup/db/images

NetBackup retains the information for the number of days that this property
specifies.

Keeping the information on disk speeds up restores. If a user requests a
true image restore after the information was deleted from disk, NetBackup
retrieves the required information from the media. The only noticeable
difference to the user is a slight increase in total restore time. NetBackup
deletes the additional information from disk again after one day.

Move restore job from incomplete
state to done state

Indicates the number of days that a failed restore job can remain in an
Incomplete state. After that time, the Activity monitor shows the job as Done.
The defaultis 7 days. The maximum setting is 365 days. If Checkpoint Restart
for restores is used, the Restore retries property allows a failed restore job
to be retried automatically.

See “Universal settings properties” on page 209.
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Clean up properties (continued)

Property

Description

Move backup job from incomplete
state to done state

Indicates the maximum number of hours that a failed backup job can remain
in an incomplete state. After that time, the Activity Monitor shows the job as
Done. The minimum setting is 1 hour. The maximum setting is 72 hours.
The default is 3 hours.

When an active job has an error, the job goes into an Incomplete state. In
the Incomplete state, the administrator can correct the condition that caused
the error. If an Incomplete job does not complete successfully and is moved
to the Done state, the job retains the error status.

Note: A resumed job reuses the same job ID, but a restarted job receives
a new job ID. The job details indicate that the job was resumed or restarted.

Note: This property does not apply to suspended jobs. Suspended jobs
must be resumed manually before the retention period of the job is met and
the image expires. If a suspended job is resumed after the retention period
is met, the job fails and is moved to the Done state.

Image cleanup interval

Specifies the maximum interval that can elapse before an image cleanup is
run. Image cleanup is run after every successful backup session (that is, a
session in which at least one backup runs successfully). If a backup session
exceeds this maximum interval, an image cleanup is initiated.

Catalog cleanup wait time

Specifies the minimum interval that can elapse before an image cleanup is
run. Image cleanup is not run after a successful backup session until this
minimum interval has elapsed since the previous image cleanup.

Client name properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
client. If necessary click Connect, then click Edit client. Click Client name.

The Client name property specifies the NetBackup client name for the selected

client. The name must match the name the policy uses to back up the client. The
only exception is for a redirected restore, where the name must match that of the
client whose files are to be restored. The client name is initially set during installation.

The name that is entered here must also match the client name in the Client
attributes for the primary server. If it does not match, the client cannot browse for
its own backups.

Note: Using an IPv6 address as a client name in a policy can cause backups to
fail. Specify a host name instead of an IPv6 address.
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See “Client attributes properties” on page 101.

If the value is not specified, NetBackup uses the name that is set in the following
locations:

= For a Windows client
In the Network application from the Control Panel.

s For a UNIX client
The name that is set by using the hostname command.
The name can also be added to a $HOME /bp . conf file on a UNIX client. However,
the name is normally added in this manner only for redirected restores. The
value in the $HOME /bp . conf file takes precedence if it exists.

Client attributes properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Client attributes.

The Client attributes properties apply to the clients of currently selected primary
server.

The Global client attributes property applies to all clients, unless overridden as
described in the following table.

Table 7-6 Global client attributes

Attribute

Description

Allow client browse

Allows all clients to browse files for restoring. This attribute is overridden if
the Browse and restore ability option on the General tab is set to Deny
both for a particular clients.

Allow client restore

Allows all clients to restore files. This attribute is overridden if the Browse
and restore ability option on the General tab is set to Allow browse only
or Deny both.
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Table 7-6 Global client attributes (continued)

Attribute Description

Clients Specifies the list of clients in the client database on the currently selected
primary server. A client must be in the client database before you can change
the client properties in Client attributes.
The client database consists of directories and files in the following
directories:
Windows: install path\NetBackup\db\client
UNIX: /usr/openv/netbackup/db/client
If a client is not listed in the Clients list, click Add to add a client to the client
database. Enter a client name in the text box or select a client. Then click
Add.
The name that is entered here must match the Client name property for the
specific client. If it does not match, the client cannot browse its own backups.
See “Client name properties” on page 100.
Use the bpclient command to add clients to the client database if dynamic
addressing (DHCP) is in use.
Additional information about busy file processing is available in the NetBackup
Administrator’s Guide, Volume II.
On UNIX: You also can create, update, list, and delete client entries by using
the bpclient command that is located in the following directory:
/usr/openv/netbackup/bin/admincmd

General tab Specifies how to configure the selected Windows primary servers (clients).

See “General tab of the Client attributes properties” on page 103.

Connect options tab

Specifies how to configure the connection between a NetBackup server and
a NetBackup client.

See “Connect options tab of the Client attributes properties” on page 106.

Windows open file backup tab

Specifies whether a client uses Windows Open File Backup. Also, specifies
whether Volume Snapshot Provider or Volume Shadow Copy Service
is used as the snapshot provider.

See “Windows open file backup tab of the Client attributes properties”
on page 107.
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General tab of the Client attributes properties

To access this tab, in the web Ul select Hosts > Host properties. Select the

Windows primary server. If necessary click Connect, then click Edit primary server.

Click Client attributes. Then click the General tab.

The properties on the General tab apply to selected Windows primary servers. The

tab appears on the Client attributes page.

The General tab contains the following properties.

Table 7-7

General tab properties

Property

Description

Disable backups until:

Makes the specified clients in the General tab unavailable for backups until
the specified date and time. By default, clients are online and included in the
policies in which they are listed.

When Disable backups until is selected for a client, no jobs are scheduled
for that client. Since the client is not part of any job, no backup status is listed
for the client.

If a client is taken offline, any job is allowed to complete that includes the
client and is already running.

If a backup or restore job is manually submitted for a client that is offline, the
Activity monitor displays the job as failed with a status code 1000 (Client is
offline).

Note: Changes to this property do not appear in the audit report.

The ability to take clients offline is useful in a number of situations.

See “Offline option usage considerations and restrictions” on page 105.

Disable restores until:

Makes the specified clients in the General tab unavailable for restores until
the specified date and time. By default, clients are online and available for
restore.

103



Table 7-7

Managing host properties
Client attributes properties

General tab properties (continued)

Property

Description

Maximum data streams

Specifies the maximum number of jobs that are allowed at one time for each
selected client. (This value applies to the number of jobs on the client, even
if multistreaming is not used.)

To change the setting, select Maximum data streams. Then scroll to or
enter a value up to 99.

The Maximum data streams property interacts with Maximum jobs per
client and Limit jobs per policy as follows:

= If the Maximum data streams property is not set, the limit is either the
one indicated by the Maximum jobs per client property or the Limit
jobs per policy property, whichever is lower.

= If the Maximum data streams property is set, NetBackup ignores the
Maximum jobs per client property. NetBackup uses either Maximum
data streams or Limit jobs per policy, whichever is lower.
See “Global attributes properties” on page 144.

Browse and restore

Specifies the client permissions to list and restore backups and archives.
Select the clients in the General tab of the Client attributes and choose a
Browse and restore property.

To use the Global client attributes settings, select Use global settings.

s To allow users on the selected clients to both browse and restore, select
Allow both.

= To allow users on the selected clients to browse but not restore, select
Allow browse only.

= To prevent users on the selected clients from the ability to browse or
restore, select Deny both.

Browse and restore scheduled
backups

Specifies whether the clients can list and restore from scheduled backups.
(This setting does not affect user backups and archives.)

This property applies to the privileges that are allowed to a non-Windows
administrator or non-root user who is logged into the client. This property
also applies to the users that do not have backup and restore privileges.

Windows administrators and root users can list and restore from scheduled
backups as well as user backups regardless of the Browse and restore
scheduled backups setting.

Deduplication

Specifies the deduplication action for clients if you use the NetBackup Data
Protection Optimization Option.

For a description of the client-side deduplication options and their actions:

See “Where deduplication should occur” on page 105.
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Offline option usage considerations and restrictions

The ability to take clients offline is useful in a number of situations. For example,
in the event of planned outages or maintenance, client systems can be taken offline
to avoid the unnecessary errors that administrators would then need to investigate.
This option can also be used to anticipate new clients in the system. You can add
them to policies but configure them as offline until they are in place and ready to
use.

The following actions can be performed if a client is offline.

Table 7-8 Offline option actions

Type of job or operation

Action or restriction

A client is offline and the job is already in progress.

Offline clients continue to be included in any job.

A client is offline and job retries were started before the
client was taken offline.

Job retries continue as normal.

Any duplication job that is associated with a storage
lifecycle policy and an offline client.

Continues to run until complete.

Restore jobs

Can be run for offline clients.

The user attempts a manual backup for an offline client.

The backup fails with a status code 1000 (Client is offline).
The user can either wait until the client is brought online
again or bring the client online manually. Use either the
NetBackup web Ul or the bpclient command to do so
before resubmitting the manual job.

Archive backups

Not allowed for offline clients.

Administrators restarting or resuming jobs.

Not allowed for offline clients.

Caution: If the primary server is offline, hot catalog backups cannot run.

Where deduplication should occur

The Deduplication property specifies the deduplication action for clients if you use
the NetBackup Data Protection Optimization Option. More information is available
on the client-side deduplication options.

See Table 7-9 on page 106.

The primary server and the clients (that deduplicate their own data) must use the
same name to resolve the storage server. The name must be the host name under
which the NetBackup Deduplication Engine credentials were created. If they do not
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use the same name, backups fail. In some environments, careful configuration may
be required to ensure that the client and the primary server use the same name for
the storage server. Such environments include those that use VLAN tagging and
those that use multi-homed hosts.

NetBackup does not support the following for client-side deduplication:

= Multiple copies per each job configured in a NetBackup backup policy. For the
jobs that specify multiple copies, the backup images are sent to the storage
server and may be deduplicated there.

=  NDMP hosts. The backup jobs fail if you try to use client-side deduplication for
NDMP hosts.

Table 7-9 Client-side deduplication options
Option Description
Always use the media server (the Always deduplicates the data on the media server. The default.
defauilt) Jobs fail if one of the following is true:

= The deduplication services on the storage server are inactive.
s The deduplication pool is down.

Prefer to use client-side deduplication | Deduplicates the data on the client and then sends it directly to the storage

server.

NetBackup first determines if the storage server is active. If it is active, the
client deduplicates the backup data and sends it to the storage server to be
written to disk. If it is not active, the client sends the backup data to a media
server, which deduplicates the data.

Always use client-side deduplication | Always deduplicates the backup data on the client and then sends it directly

to the storage server.

If a job fails, NetBackup does not retry the job.

You can override the Prefer to use client-side deduplication or Always use
client-side deduplication host property in the backup policies.

More information about client deduplication is available in the NetBackup
Deduplication Guide.

Connect options tab of the Client attributes properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server. If necessary click Connect, then click Edit primary server. Click Client
attributes. Then click the Connect options tab.
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The properties in the Connect options tab describe how a NetBackup server
connects to NetBackup clients. The tab appears on the Client attributes page.

The Connect options tab contains the following options.

Table 7-10 Connect options tab properties
Property Description
BPCD connect back Specifies how daemons are to connect back to the NetBackup Client daemon

(BPCD) and contains the following options:

= Use default connect options
Uses the value that is defined in the Firewall host properties of the client’s
NetBackup server.
See “Firewall properties” on page 139.

= Random port
NetBackup randomly chooses a free port in the allowed range to perform the
legacy connect-back method.

= VNETD port
NetBackup uses the vnetd port number for the connect-back method.

Ports Specifies the method that the selected clients should use to connect to the server
and contains the following options:

= Use default connect options
Uses the value that is defined in the Firewall host properties of the client’s
NetBackup server.
See “Firewall properties” on page 139.
= Reserved ports
Uses a reserved port number.
= Non-reserved ports
Uses a non-reserved port number.

Windows open file backup tab of the Client attributes properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
Windows primary server. If necessary click Connect, then click Edit primary server.
Click Client attributes. Then click the Windows open file backup tab.

Use the settings in this tab only if you want to change the default settings.

By default, NetBackup uses Windows open file backups for all Windows clients.
(No clients are listed in the Client attributes page.) The server uses the following
default settings for all Windows clients:

= Windows open file backup is enabled on the client.
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= Microsoft Volume Shadow Copy Service (VSS).

= Snapshots are taken of individual drives (Individual drive snapshot) as opposed
to all drives at once (Global drive snapshot).

= Upon error, the snapshot is terminated (Abort backup on error).

Snapshots are a point-in-time view of a source volume. NetBackup uses snapshots
to access busy or active files during a backup job. Without a snapshot provider,
active files are not accessible for backup.

Table 7-11 Windows open file backup tab properties
Property Description
Add Adds a NetBackup client to the list, if you want to change the default settings for Windows
open file backups.
Delete Deletes a client from the list.

Enable Windows open
file backup for the
selected client

Specifies that Windows open file backup is used for the selected clients.

This option functions independently from the Perform Snapshot backups policy option
that is available when the Snapshot Client is licensed.

If a client is included in a policy that has the Perform Snapshot backups policy option
disabled and you do not want snapshots, the Enable Windows open file backups for this
client property must be disabled as well for the client. If both options are not disabled, a
snapshot is created, though that may not be the intention of the administrator.

Snapshot Provider

Selects the snapshot provider for the selected clients:

s Use Veritas Volume Snapshot Provider (VSP)
This option is used for back-level versions of NetBackup only. Support for those client
versions has ended.

= Use Microsoft Volume Shadow Copy Service (VSS)
Uses VSS to create volume snapshots of volumes and logical drives for the selected
clients.
For information about how to do Active Directory granular restores when using VSS, see
the following topic:
See “Active Directory properties” on page 94.
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Table 7-11 Windows open file backup tab properties (continued)

Property

Description

Snapshot usage

Note: The Individual drive snapshot property and the Global drive snapshot property
only apply to the non-multistreamed backups that use Windows open file backup. All
multistreamed backup jobs share the same volumes snapshots for the volumes in the
multistreamed policy. The volume snapshots are taken in a global fashion.

Selects how snapshots are made for the selected clients:

Individual drive snapshot

Specifies that the snapshot should be of an individual drive (default). When this property
is enabled, snapshot creation and file backup are done sequentially on a per volume
basis. For example, assume that drives C and D are backed up.

If the Individual drive snapshot property is selected, NetBackup takes a snapshot of
drive C, backs it up, and discards the snapshot. NetBackup then takes a snapshot of
drive D, backs it up, and discards the snapshot.

Volume snapshots are enabled on only one drive at a time, depending on which drive
is to be backed up. This mode is useful when relationships do not have to be maintained
between files on the different drives.

Global drive snapshot

Specifies that the snapshot is of a global drive. All the volumes that require snapshots
for the backup job (or stream group for multistreamed backups) are taken at one time.
If snapshot creation is not successful, use the Individual drive snapshot option.

For example, assume that drives C and D are to be backed up.

In this situation, NetBackup takes a snapshot of C and D. Then NetBackup backs up
cand backs up D.

NetBackup then discards the C and D snapshots.

This property maintains file consistency between files in different volumes. The backup
uses the same snapshot that is taken at a point in time for all volumes in the backup.
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Table 7-11 Windows open file backup tab properties (continued)

Property Description

Snapshot error control | Determines the action to take if there is a snapshot error:

= Abort backup on error

Stops the backup if there is an error during the backup job (after the snapshot is created).
The most common reason for a problem after the snapshot is created and is in use by
a backup, is that the cache storage is full. If the Abort backup on error property is
selected (default), the backup job cancels with a snapshot error status if the backup
detects a snapshot issue.
This property does not apply to successful snapshot creation. The backup job continues
regardless of whether a snapshot was successfully created for the backup job.

s Disable snapshot and continue
Destroys the volume snapshots if the snapshot becomes invalid during a backup. The
backup continues with Windows open file backups disabled.
Regarding the file that had a problem during a backup—it may be that the file was not
backed up by the backup job. The file may not be able to be restored.

Note: Volume snapshots typically become invalid during the course of a backup because
insufficient cache storage was allocated for the volume snapshot. Reconfigure the cache
storage configuration of the Windows open file backup snapshot provider to a configuration
that best suits your client’s installation.

Client settings properties for UNIX clients

To access this setting, in the web Ul select Hosts > Host properties. Select the
UNIX client. If necessary click Connect, then click Edit client. Click UNIX client
> Client settings.

The UNIX Client settings properties apply to currently selected NetBackup client
running on the UNIX platform.

The UNIX Client settings host properties contain the following settings.
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UNIX Client settings properties

Property

Description

Locked file action

Determines what happens when NetBackup tries to back up a file with mandatory
file locking enabled in its file mode.

Select one of the following options:

= Wait
By default, NetBackup waits for files to become unlocked. If the wait exceeds
the Client read timeout host property that is configured on the primary
server, the backup fails with a status 41.
See “Timeouts properties” on page 206.

= Skip
NetBackup skips the files that currently have mandatory locking set by another
process. A message is logged if it was necessary to skip a file.

File compression memory

Specifies the amount of memory available on the client when files are
compressed during backup. If you select compression, the client software uses
this value to determine how much space to request for the compression tables.
The more memory that is available to compress code, the greater the
compression and the greater the percentage of computer resources that are
used. If other processes also need memory, use a maximum value of half the
actual physical memory on a computer to avoid excessive swapping.

The default is 0. This default is reasonable; change it only if problems are
encountered.

Reset file access time to the value
before backup

Specifies that the access time (at ime) for a file displays the backup time. By
default, NetBackup preserves the access time by resetting it to the value it had
before the backup.

Note: This setting affects the software and the administration scripts that
examine a file’s access time.

Note: If NetBackup Accelerator is used to perform the backup, this setting is
ignored. Accelerator does not record and reset the at ime for the files that it
backs up.

Keep status of user-directed
backups, archives, and restores

Specifies the number of days to keep progress reports before the reports are
deleted. The default is 3 days. The minimum is 0. The maximum is 9,999 days.

Logs for user-directed operations are stored on the client system in the following
directory:

install path\NetBackup\logs\user ops\loginID\logs
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UNIX Client settings properties (continued)

Property

Description

Use VxFS File Change Log (FCL)
for incremental backups

Determines if NetBackup uses the File Change Log on VxFS clients.
The default is off.

See “VxFS file change log (FCL) for incremental backups property” on page 112.

Default cache device path for
snapshots

This setting identifies a raw partition available to the copy-on-write process. This
raw partition is used when either nbu_snap or VxFS_Snapshot are selected
as the snapshot method. The partition must exist on all the clients that are
included in the policy.

Add

Adds the file endings to the list of file endings that you do not want to compress.
Click Add, then type the file extension. Click Add to add the ending to the list.

Do not compress files ending with
these file extensions

Specifies a list of file extensions. During a backup, NetBackup does not compress
files with these extensions because the file may already be in a compressed
format.

Do not use wildcards to specify these extensions. For example, . A1 is allowed,
butnot .A* or .A[1-9]

Files that are already compressed become slightly larger if compressed again.
If compressed files with a unique file extension already exist on a UNIX client,
exclude it from compression by adding it to this list.

Corresponds to adding a COMPRESS SUFFIX =.suffix option to the bp.conf
file.

VXFS file change log (FCL) for incremental backups property

The Use VxFS File Change Log (FCL) for incremental backups property is
supported on all platforms and versions where VxFS file systems support FCL.

The following VXFS file systems support FCL:

= Solaris SPARC platform running VxFS 4.1 or later.

= AlXrunning VxFS 5.0 or later.
= HP 11.23 running VxFS 5.0 or later.

» Linux running VxFS 4.1 or later.

The File Change Log (FCL) tracks changes to files and directories in a file system.

Changes can include files created, links and unlinks, files renamed, data that is
appended, data that is overwritten, data that is truncated, extended attribute
modifications, holes punched, and file property updates.
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NetBackup can use the FCL to determine which files to select for incremental
backups, which can potentially save unnecessary file system processing time. The
FCL information that is stored on each client includes the backup type, the FCL
offset, and the timestamp for each backup.

The advantages of this property depend largely on the number of file system changes
relative to the file system size. The performance affect of incremental backups
ranges from many times faster or slower, depending on file system size and use
patterns.

For example, enable this property for a client on a very large file system that
experiences relatively few changes. The incremental backups for the client may
complete sooner since the policy needs to read only the FCL to determine what
needs to be backed up on the client.

If a file experiences many changes or multiple changes to many files, the time
saving benefit may not be as great.

The following items must be in place for the Use VxFS File Change Log (FCL) for
incremental backups property to work:

= Enable the Use VxFS File Change Log (FCL) for incremental backups
property for every client that wants NetBackup to take advantage of the FCL.

= Enable the FCL on the VxFS client.
See the Veritas File System Administrator’s Guide for information about how to
enable the FCL on the VxFS client.

= Enable the Use VxFS File Change Log (FCL) for incremental backups
property on the client(s) in time for the first full backup. Subsequent incremental
backups need this full backup to stay synchronized.

= Specify the VxFS mount point in the policy backup selections list in one of the
following ways:

= Specify ALL_LOCAL_DRIVES.
= Specifying the actual VxFS mount point.

= Specifying a directory at a higher level than the VxFS mount point, provided
that Cross mount points is enabled.

If the policy has Collect true image restore information or Collect true image
restore information with move detection enabled, it ignores the Use VxFS File
Change Log (FCL) for incremental backups property on the client.

The following table describes the additional options that are available on the VxFS
file change log feature.
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Table 7-13 VxFS file change log feature options

Option Description

Activity Monitor messages Displays any messages that note when the file change log
is used during a backup as follows:

Using VxFS File Change Log for backup of pathname

Also notes when full and incremental backups are not
synchronized.

Keeping the data files The data files must be in sync with the FCL for this property
synchronized with the FCL | to work. To keep the data files synchronized with the FCL,
do not turn the FCL on the VxFS client off and on.

Note: If NetBackup encounters any errors as it processes
the FCL, it switches to the normal files system scan. If this
switch occurs, it appears in the Activity Monitor.

VxFS administration Additional VXFS commands are available to administrate the
FCL in the Veritas File System Administrator’s Guide.

Client settings properties for Windows clients

To access these settings, in the web Ul select Hosts > Host properties. Select
the Windows client and click Edit client. Then click Windows client > Client
settings.

The Windows Client settings properties apply to the currently selected Windows
client .

The Windows clients > Client settings host properties contain the following

settings.
Table 7-14 Client settings properties for Windows clients
Property Description
General level Enables logs for bpinetd, bpbkar, tar, and nbwin. The higher the level, the
more information is written. The default is Minimum logging.
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Table 7-14 Client settings properties for Windows clients (continued)

Property

Description

Wait time before clearing archive
bit

Specifies how long the client waits before the archive bits for a differential
incremental backup are cleared. The minimum allowable value is 300 (default).
The client waits for acknowledgment from the server that the backup was
successful. If the server does not reply within this time period, the archive bits are
not cleared.

This option applies only to differential-incremental backups. Cumulative-incremental
backups do not clear the archive bit.

Use Windows change journal

Note: The Use Windows Change Journal option applies to Windows clients
only.

This option works together with the Use Accelerator policy attribute and the
Accelerator forced rescan schedule attribute.

Time overlap

Specifies the number of minutes to add to the date range for incremental backups
when you use date-based backups. This value compensates for differences in
the speed of the clock between the NetBackup client and server. The default is
60 minutes.

This value is used during incremental backups when you use the archive bit and
when you examine the create time on folders. This comparison is done for archive
bit-based backups as well as date-based backups.

Communications buffer size

Specifies the size (in kilobytes) of the TCP and the IP buffers that NetBackup
uses to transfer data between the NetBackup server and client. For example,
specify 10 for a buffer size of 10 kilobytes. The minimum allowable value is 2,
with no maximum allowable value. The default is 128 kilobytes.

User-directed timeouts

Specifies the seconds that are allowed between when a user requests a backup
or restore and when the operation begins. The operation fails if it does not begin
within this time period.

This property has no minimum value or maximum value. The default is 60 seconds.

Perform default search for
restore

Instructs NetBackup to search the default range of backup images automatically.
The backed up folders and files within the range appear whenever a restore
window is opened.

Clear the Perform default search for restore check box to disable the initial
search. With the property disabled, the NetBackup Restore window does not
display any files or folders upon opening. The default is that the option is enabled.
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Table 7-14 Client settings properties for Windows clients (continued)
Property Description
TCP level Enables logs for TCP.

Scroll to one of the following available log levels:

= 0 No extra logging (default)

= 1 Log basic TCP/IP functions

= 2 Log all TCP/IP functions

= 3 Log contents of each read/write

Note: Setting the TCP level to 2 or 3 can cause the status reports to be very
large. It can also slow a backup or restore operation.

Incrementals

= Based on timestamp
Files that are selected for backup based on the date that the file was last
modified. When Use change journal is selected, Based on timestamp is
automatically selected.

= Based on archive bit

Note: Itis not recommended that you combine differential incremental backups
and cumulative incremental backups within the same Windows policy when
the incremental backups are based on archive bit.

NetBackup include files in an incremental backup only if the archive bit of the
file is set. The system sets this bit whenever a file is changed and it normally
remains set until NetBackup clears it.

A full backup always clears the archive bit. A differential-incremental backup
clears the archive bit if the file is successfully backed up. The
differential-incremental backup must occur within the number of seconds that
the Wait time before clearing archive bit property indicates. A
cumulative-incremental or user backup has no effect on the archive bit.

If you install or copy files from another computer, the new files retain the date
timestamp of the originals. If the original date is before the last backup date
on this computer, then the new files are not backed up until the next full backup.

Maximum error messages for
single issue

Defines how many times a NetBackup client can send the same error message
to a NetBackup server. For example, if the archive bits cannot be reset on a file,
this property limits how many times the message appears in the server logs. The
default is 10.

Keep status of user-directed
backups, archives and restores

Specifies how many days the system keeps progress reports before NetBackup
automatically deletes them. The default is 3 days.
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How to determine if change journal support is useful in your
NetBackup environment

Using NetBackup support for the change journal is beneficial only where the volumes
are large and relatively static.

Suitable candidates for enabling NetBackup change journal support are as follows:

If the NTFS volume contains more than 1,000,000 files and folders and the
number of changed objects between incremental backups is small (less than
100,000), the volume is a good candidate for enabling NetBackup change journal
support.

Unsuitable candidates for enabling NetBackup change journal support are as follows:

Support for the change journal is intended to reduce scan times for incremental
backups by using the information that is gathered from the change journal on a
volume. Therefore, to enable NetBackup change journal support is not
recommended if the file system on the volume contains relatively few files and
folders. (For example, hundreds of thousands of files and folders.) The normal
file system scan is suitable under such conditions.

If the total number of changes on a volume exceeds from 10% to 20% of the
total objects, the volume is not a good candidate for enabling NetBackup change
journal support.

Be aware that virus scanning software can interfere with the use of the change
journal. Some real-time virus scanners intercept a file open for read, scan for
viruses, then reset the access time. This results in the creation of a change
journal entry for every scanned file.

Guidelines for enabling NetBackup change journal support

The following items are guidelines to consider for enabling NetBackup change
journal support:

Change journal support is not offered for user-directed backups. The USN
stamps for full and incremental backups in the permanent record do not change.

NetBackup support for change journal works with checkpoint restart for restores.
Support for change journal is not offered with several NetBackup options.

If Use Windows change journal is enabled, it has no effect while you use the
following options or products:

= True image restore (TIR) or True image restore with Move Detection
= Synthetic backups
= Bare Metal Restore (BMR)
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For more information, see the NetBackup Bare Metal Restore Administrator’s
Guide.

See “How to determine if change journal support is useful in your NetBackup
environment” on page 117.

Cloud Storage properties

Note: To access these properties, in the web Ul select Hosts > Host properties.
Select the primary server and click Edit primary server. Then click Cloud Storage.

The NetBackup Cloud Storage properties apply to the currently selected primary
server.

The hosts that appear in this Cloud Storage list are available to select when you
configure a storage server. The Service provider type of your cloud vendor
determines whether a service host is available or required.

NetBackup includes service hosts for some cloud storage providers. You can add
a new host to the Cloud Storage list if the Service provider type allows it. If you
add a host, you also can change its properties or delete it from the Cloud Storage
list. (You cannot change or delete the information that is included with NetBackup.)

If you do not add a service host to this Cloud Storage list, you can add one when
you configure the storage server. The Service provider type of your cloud vendor
determines whether a Service host name is available or required.

Cloud Storage host properties contain the following properties:

Table 7-15 Cloud Storage
Property Description
Cloud Storage The cloud storage that corresponds to the various cloud service

providers that NetBackup supports are listed here.

Associated cloud The cloud storage servers that correspond to the selected cloud
storage servers for storage are displayed.
<host>

For more information about NetBackup cloud storage, see the NetBackup Cloud
Administrator's Guide.
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Credential access properties

Note: To access these settings, in the web Ul select Hosts > Host properties.
Select the primary server and click Edit primary server. Then click Credential
access.

Certain NetBackup hosts that are not named as clients in a policy must be enabled
to access NDMP or disk array credentials. Use the Credential access properties
to enter the names of those NetBackup hosts.

The Credential access host properties contain the following settings.

Table 7-16 Credential access host properties

Property

Description

NDMP Clients list

To add an NDMP client to the NDMP clients list, click Add. Enter the names of the
NDMP hosts that are not named as clients in a policy.

Disk clients list

To add a disk client to the Disk clients list, click Add. Enter the names of the NetBackup
hosts that meet all of the following criteria:

= The host must be designated in a policy as the Off-host backup host in an alternate
client backup.

s The host that is designated as the off-host backup computer must not be named
as a client on the Clients tab in any NetBackup policy.

s The policy for the off-host backup must be configured to use one of the disk array
snapshot methods for the EMC CLARIiON, HP EVA, or IBM disk arrays.

Note: The credentials for the disk array or NDMP host are specified in the
NetBackup web Ul. Click Credential management and then click on the Client
credentials tab.

Note: Off-host alternate client backup is a feature of NetBackup Snapshot Client,
which requires a separate license. The NetBackup for NDMP feature requires the
NetBackup for NDMP license.

Data Classification properties

To access these settings, in the web Ul click Hosts > Host properties. Select the
server and click Edit media server or Edit primary server. Then click Data
classification.

The Data classification properties apply to currently selected primary or media
server.
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Data classifications must be configured in the Data classification host properties
before storage lifecycle policies can be configured.

Note: Data classifications cannot be deleted. However, the name, description, and
the rank can be changed. The classification ID remains the same.

The Data classification page contains the following properties.

Table 7-17 Data classification properties
Property Description
Rank column The Rank column displays the rank of the data classifications. The order of the data

classifications determines the rank of the classification in relationship to the others in
the list. The lowest numbered rank has the highest priority.

Use the Up and Down buttons to move the classification up or down in the list.

To create a new data classification, click Add. New data classifications are added to
bottom of the list.

Name column

The Name column displays the data classification name. While data classifications
cannot be deleted, the data classification names can be modified.

NetBackup provides the following data classifications by default:
= Platinum (highest rank by default)
= Gold (second highest rank by default)

» Silver (third highest rank by default)
= Bronze (lowest rank by default)

Description column

In the Description, enter a meaningful description for the data classification.
Descriptions can be modified.

Data Classification ID

The Data classification ID is the GUID value that identifies the data classification and
is generated when a new data classification is added and the host property is saved.

A data classification ID becomes associated with a backup image by setting the Data
classification attribute in the policy. The ID is written into the image header. The storage
lifecycle policies use the ID to identify the images that are associated with classification.

ID values can exist in image headers indefinitely, so data classifications cannot be
deleted. The name, description, and rank can change without changing the identity of
the data classification.

Add a data classification

Use the following procedures to create or change a data classification.
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To add a data classification

Open the NetBackup web UlI.

On the left, click Hosts > Host properties.
Click Data classification.

Click Add.

Add the name and description.

Click Add.

O G A WODN =

Note: Data classifications cannot be deleted.

7 To change the priority of a classification, select a row and click Up or Down
options.

Default job priorities properties
To access these settings, in the web Ul select Hosts > Host properties. Select

the primary server and click Edit primary server. Then click Default job priorities.

The Default job priorities host properties let administrators configure the default
job priority for different job types.

The job priority can be set for individual jobs in the following utilities:

= In the Jobs tab of the Activity monitor for queued or active jobs.

= In the Catalog utility for verify, duplicate, and import jobs.

= In the Backup, Archive, and Restore client interface for restore jobs.

The Default job priorities page contains the following properties.

Table 7-18 Default job priorities properties

Property Description

Job type The type of job.
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Table 7-18 Default job priorities properties (continued)
Property Description
Job priority The priority that a job has as it competes with other jobs for backup resources. The
value can range from 0 to 99999. The higher the number, the greater the priority of the
job.

A new priority setting affects all the policies that are created after the host property has
been changed.

A higher priority does not guarantee that a job receives resources before a job with a
lower priority. NetBackup evaluates jobs with a higher priority before those with a lower
priority.

However, the following factors can cause a job with a lower priority to run before a job
with a higher priority:

= To maximize drive use, a low priority job may run first if it can use a drive that is
currently loaded. A job with a higher priority that requires that the drive be unloaded
would wait.

= If a low priority job can join a multiplexed group, it may run first. The job with a
higher priority may wait if it is not able to join the multiplexed group.

= If the NetBackup Resource Broker (nbrb) receives a job request during an
evaluation cycle, it does not consider the job until the next cycle, regardless of the
job priority.

Understanding the job priority setting

NetBackup uses the Job priority setting as a guide. Requests with a higher priority
do not always receive resources before a request with a lower priority.

NetBackup evaluates the requests sequentially and sorts them based on the
following criteria:

= The request's first priority.
= The request’s second priority.
= The birth time (when the Resource Broker receives the request).

The first priority is weighted more heavily than the second priority, and the second
priority is weighted more heavily than the birth time.

Because a request with a higher priority is listed in the queue before a request with
a lower priority, the request with a higher priority is evaluated first. Even though the
chances are greater that the higher priority request receives resources first, it is
not always definite.

The following scenarios present situations in which a request with a lower priority
may receive resources before a request with a higher priority:
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= A higher priority job needs to unload the media in a drive because the retention
level (or the media pool) of the loaded media is not what the job requires. A
lower priority job can use the media that is already loaded in the drive. To
maximize drive utilization, the Resource Broker gives the loaded media and
drive pair to the job with the lower priority.

= A higher priority job is not eligible to join an existing multiplexing group but a
lower priority job is eligible to join the multiplexing group. To continue spinning
the drive at the maximum rate, the lower priority job joins the multiplexing group
and runs.

= The Resource Broker receives resource requests for jobs and places the requests
in a queue before it processes them. New resource requests are sorted and
evaluated every 5 minutes. Some external events (a new resource request or
a resource release, for example) can also start an evaluation. If the Resource
Broker receives a request of any priority while it processes requests in an
evaluation cycle, the request is not evaluated until the next evaluation cycle
starts.

Distributed application restore mapping properties

To access these settings, in the web Ul click Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Distributed application restore mapping.

Some applications, such as SharePoint, Exchange, and SQL Server distribute and
replicate data across multiple hosts. Or, the configuration includes a cluster where
communication occurs across multiple nodes. Use the Distributed application
restore mapping to provide a mapping of the hosts in the database environment
so that NetBackup can successfully restore the databases. See the administrator's
guide for the database agent for more details.

For example, for a SharePoint farm assume that the farm has two application servers
(app1 and app2), one front-end server (re1) and one SQL database (sonpB1). The
Distributed application restore mapping for this SharePoint server would be as
following follows:

Application host Component host
Appl SQLDB1
App2 SQLDB1

FE1 SQLDB1
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The Distributed application restore mapping page contains the following
properties.

Table 7-19 Distributed application restore mapping properties
Property Description
Add This option adds a component host that is authorized to run restores on a SharePoint,

Exchange, or SQL Server application host.

For SharePoint, NetBackup catalogs backup images under the front-end server name.
To allow NetBackup to restore SQL Server back-end databases to the correct hosts
in a farm, provide a list of the SharePoint hosts.

For Exchange, any operations that use Granular Recovery Technology (GRT) require
that you provide a list of the Exchange virtual and the physical host names. You must
also include the off-host client and the granular proxy host.

For SQL Server, this configuration is required for restores of a SQL Server cluster or
a SQL Server availability group (AG).

Note: For VMware backups and restores that protect SharePoint, Exchange, or SQL
Server, you only need to add the hosts that browse for backups or perform restores.

You must also configure a mapping if you use a Primary VM Identifier other than the
VM hostname. See the administrator's guide for the database agent for more details.

Note: Use either the client's short name or its fully qualified domain name (FQDN).
You do not need to provide both names in the list.

For more details, see the following:
NetBackup for SharePoint Server Administrator's Guide
NetBackup for Exchange Server Administrator's Guide

NetBackup for SQL Server Administrator's Guide

Actions > Edit

Edits the application host or component host of the currently selected mapping.

Actions > Delete

Deletes the mapping.

Encryption properties

To access these settings, in the web Ul click Hosts > Host properties. Select the
client. If necessary, click Connect, then click Edit client. Click Encryption.

The Encryption properties control encryption on the currently selected client.
More information is available in the NetBackup Security and Encryption Guide.

The Encryption permissions property indicates the encryption setting on the
selected NetBackup client as determined by the primary server.
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Table 7-20 Encryption permissions selections
Property Description
Not allowed Specifies that the client does not permit encrypted backups.

If the server requests an encrypted backup, the backup job
ends due to error.

Allowed Specifies that the client allows either encrypted or
unencrypted backups. Allowed is the default setting for a
client that has not been configured for encryption.

Required Specifies that the client requires encrypted backups. If the
server requests an unencrypted backup, the backup job ends
due to error.

Choose the encryption properties.

Table 7-21 Encryption properties
Property Description
Use standard Pertains to the 128-bit and the 256-bit options of NetBackup Encryption.
encryption
Client cipher The following cipher types are available: AES-256-CFB and AES-128-CFB.

AES-128-CFB is the default.
Note: If you have 9.1 or earlier hosts in your environment, it is recommended that you select
stronger client ciphers for the hosts, such as AES-256-CFB or AES-128-CFB.

More information about the ciphers file is available in the NetBackup Security and Encryption
Guide.

Additional encryption methods for Windows clients

In addition to NetBackup client and server data encryption, Microsoft Windows
clients also have access to methods of encrypting the data on the original disk.

Each of the following methods has its own costs and benefits. NetBackup supports
each method for protecting Microsoft Windows clients.

Encrypting File System

The Encrypting File System (EFS) on Microsoft Windows provides file system-level
encryption. EFS is a form of encryption where individual files or directories are
encrypted by the file system itself.
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The technology enables files to be transparently encrypted to protect confidential
data from attackers with physical access to the computer. Users can enable
encryption on a per-file, per-directory, or per-drive basis. The Group Policy in a
Windows domain environment can also mandate some EFS settings.

No NetBackup settings are involved in protecting these encrypted objects. Any
object with an encrypted file system attribute is automatically backed up and restored
in its encrypted state.

BitLocker Drive Encryption

BitLocker Drive Encryption is a full disk encryption feature included with Microsoft's
Windows desktop and server versions.

Disk encryption is a technology which protects information by converting it into
unreadable code that cannot be deciphered easily by unauthorized people. Disk
encryption uses disk encryption software or hardware to encrypt every bit of data
that goes on a disk or a disk volume.

As with EFS, no NetBackup settings are involved to use BitLocker for encryption.
Unlike EFS, the encryption layer is invisible to NetBackup, with the data being
automatically decrypted and encrypted by the operating system.

NetBackup does nothing to manage the encryption process and therefore backs
up and restores the unencrypted data.

Note: If you recover a Windows computer that has BitLocker encryption enabled,
you must re-enable BitLocker encryption following the restore.

Off-host backup is not supported with volumes that run Windows BitLocker Drive
Encryption.

Enterprise Vault properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
Windows client. If necessary click Connect, then click Edit client. Click Windows
Client > Enterprise Vault.

The Enterprise Vault properties apply to currently selected client .

To perform backups and restores, NetBackup must know the user name and
password for the account that is used to log on to the Enterprise Vault Server and
to interact with the Enterprise Vault SQL database. The user must set the logon
account for every NetBackup client that runs backup and restore operations for
Enterprise Vault components.

The Enterprise Vault host properties contains the following settings.
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Table 7-22 Enterprise Vault properties
Property Description
User name Specify the user ID for the account that is used to log on to Enterprise Vault

(DOMAIN\user name).

Note: In 10.0 and later, credentials are stored in the Credential Management
System (CMS).

Password Specify the password for the account.

Consistency check before Select what kind of consistency checks to perform on the SQL Server databases
backup before NetBackup begins a backup operation.

Continue with backup if Continues the backup job even if the consistency check fails.

consistency check fails It may be preferable for the job to continue, even if the consistency check fails.

For example, a backup of the database in its current state may be better than no
backup at all. Or, it may be preferable for the backup of a large database to
continue if it encounters only a small problem.

Enterprise Vault hosts properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Enterprise Vault hosts.

The Enterprise Vault hosts properties apply to currently selected primary server.

Special configuration is required to allow NetBackup to restore SQL databases to
the correct hosts in an Enterprise Vault farm. In the Enterprise Vault hosts primary
server properties, specify a source and a destination host. By doing so, you specify
a source host that can run restores on the destination host.

The Enterprise Vault hosts page contains the following properties.

Table 7-23 Enterprise Vault Hosts properties
Option Description
Add Adds the source and the destination hosts within the Enterprise Vault configuration.

You must provide the name of the Source host and the name of the Destination host.

Actions > Edit Changes the source host and the destination host.

Actions > Delete Deletes the entry.
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Exchange properties

To access this setting, in the web Ul select Hosts > Host properties. Select the

Windows client. If necessary click Connect, then click Edit client. Click Windows

client > Exchange.

The Exchange properties apply to the currently selected Windows client . For

clustered or replicated environments, configure the same settings for all nodes. If
you change the attributes for the virtual server name, only the DAG host server is

updated.

For complete information on these options, see the NetBackup for Exchange Server

Administrator's Guide.

The Exchange host properties contain the following settings.

Table 7-24

Exchange properties

Property

Description

Backup option for log files
during full backups

Note: This property only applies to MS-Exchange-Server backup policies.

Choose which logs to include with snapshot backups:

= Back up only uncommitted log files (not recommended for replication
environments)
= Back up all log files (including committed log files)

Exchange granular proxy host

Note: This property applies when you duplicate or browse a backup that uses
Granular Recovery Technology (GRT).

You can specify a different Windows system to act as a proxy for the source client
when you duplicate or browse a backup (with bp1list) that uses GRT. Use a
proxy if you do not want to affect the source client or if it is not available.

Truncate Exchange log files after
successful Instant Recovery
backup

Note: This property only applies to MS-Exchange-Server backup policies.

Enable this option to delete transaction logs after a successful Instant Recovery
backup. By default, transaction logs are not deleted for a full Instant Recovery
backup that is snapshot only.

Perform consistency check
before backup with Microsoft
Volume Shadow Copy Service
(VSS)

Disable this option if you do not want to perform a consistency check during a
DAG backup. If you select Continue with backup if consistency check fails,
NetBackup continues to perform the backup even if the consistency check fails.
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Table 7-24 Exchange properties (continued)

Property

Description

Exchange credentials

Note the following for this property:

= This property applies to MS-Exchange-Server and VMware backup policies
with Exchange recovery.
= You must configure this property if you want to use GRT.

Provide the credentials for the account for NetBackup Exchange operations. This
account must have the necessary permissions to perform Exchange restores.
The permissions that are required depend on the Exchange version that you have.
The account also needs the right to “Replace a process level token.”

About the Exchange credentials in the client host properties

The Exchange credentials in the client host properties indicate the account that has
necessary permissions to perform Exchange restores. The permissions that are
required depend on the Exchange version that you have.

Note the following:

In NetBackup 10.0 and later, credentials are stored in the Credential Management
System (CMS).

To use GRT, configure the Exchange credentials on all granular clients.
Alternatively, you can configure the Exchange credentials only on the granular
clients that perform restores. In this case, for the entire domain add “Exchange
Servers” to the “View-Only Organization Management” role group. Perform this
configuration in the Exchange Administration Center (EAC) or in Active Directory.
See the following Microsoft article for more information:
http://technet.microsoft.com/en-us/library/jj657492

The account that you configured for the Exchange credentials must also have
the right to “Replace a process level token.”

For database restores from VMware backups, the Exchange credentials that
you provide must have permissions to restore VM files.

If you want to restore from a VMware snapshot copy that was created with
Replication Director, do the following:

= Provide the Exchange credentials in the Domain\user and Password fields.

= Configure the NetBackup Client Service with an account that has access to
the CIFS shares that are created on the NetApp disk array.

If you specify the minimal NetBackup account for the Exchange credentials in
the client host properties, NetBackup can back up only active copies of the
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Exchange databases. If you select Passive copy only in the Exchange
database backup source field when you create a policy, any backups fail. The
failure occurs because the Microsoft Active Directory Service Interface does not
provide a list of database copies for a minimal account.

Exclude list properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
Windows client. If necessary click Connect, then click Edit client. Click Windows
client > Exclude list.

Use the Exclude list host properties to create and to modify the exclude list for a
Windows client . An exclude list names the files and directories to be excluded from
backups.

If more than one exclude or include list exists for a client, NetBackup uses only the
most specific one.

For example, assume that a client has the following exclude list:

= An exclude list for a policy and schedule.

= An exclude list for a policy.

= Anexclude list for the entire client. This list does not specify a policy or schedule.

In this example, NetBackup uses the first exclude list (for policy and schedule)
because it is the most specific.

Exclude and include lists do not determine if an entire drive is excluded when
NetBackup determines if a backup job should start.

Normally, a problem does not occur. However, if a policy uses multistreaming and
a drive or a mount point is excluded, that job reports an error status when it
completes. To avoid the situation, do not use the policy or the policy and the
schedule lists to exclude an entire volume.

The Exclude list host properties contain the following settings.

Table 7-25 Exclude list properties
Property Description
Exclude list Displays the excluded files and directories and the policies and schedules that they

apply to.

Use case-sensitive exclude | Indicates that the files and directories to exclude are case-sensitive.

list
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Table 7-25 Exclude list properties (continued)

Property

Description

Exceptions to the exclude
list

Displays any exceptions to the exclude list and the policies and schedules that they

apply to. When the policies in this list run, the files and directories in the Exceptions
to the exclude list are backed up. Adding an exception can be useful to exclude all
files in a directory except one file.

See “Add an exception to the exclude list” on page 131.

For example, if the file list of items to back up contains /foo, and the exclude list
contains /foo/bar, adding /fum to the exceptions list does not back up the /fum
directory. However, adding fum to the exceptions list backs up any occurrences of fum
(file or directory) that occur within /foo/bar.

Add an entry to an exclude list

Use the following procedure to add an entry to an exclude list for a policy or all
policies. When the policies in the exclude list are run, the files and directories that
are specified in the list are not backed up.

To add an entry to the exclude list

N OO g~ ODN -

10

Open the NetBackup web Ul.

On the left click Hosts > Host properties.

Select the client.

If necessary, click Connect. Then click Edit client.
Click Windows clients > Exclude list.

Under the Exclude list, click Add.

By default, the file, directory, or path are excluded from All policies. Or, type
the name of the policy to exclude the items from a specific policy.

By default, the file, directory, or path are excluded from All schedules. Or,
type the name of the schedule to exclude the items from a specific policy
schedule.

Enter the file name, directory, or path that you want to exclude from the
backups.

Click Add.

Add an exception to the exclude list

Use the following procedure to add an exception to the exclude list for a policy:



Managing host properties
Exclude list properties

To add an exception to the exclude list

N o g A WON -

Open the NetBackup web UlI.

On the left click Hosts > Host properties.

Select the client.

If necessary, click Connect. Then click Edit client.

Click Windows clients > Exclude list.

Expand Exceptions to the exclude list. Then click Add.

By default, the file, directory, or path is an exception for All policies. Or, type
the name of the policy to add an exception for a specific policy.

By default, the file, directory, or path for All schedules. Or, type the name of
the schedule to add an exception for a specific policy schedule.

Enter the file name, directory, or path that you want to exclude from the
backups.

10 Click Add.

Syntax rules for exclude lists

It is recommended that you always specify automounted directories and CD-ROM
file systems in the exclude list. Otherwise, if the directories are not mounted at the
time of a backup, NetBackup must wait for a timeout.

The following syntax rules apply to exclude lists:

Only one pattern per line is allowed.

NetBackup recognizes standard wildcard use.
See “Wildcard use in NetBackup” on page 568.
See “NetBackup naming conventions” on page 567.

If all files are excluded in the backup selections list, NetBackup backs up only
what is specified by full path names in the include list. Files can be excluded by
using / or * or by using both symbols together (/*).

Spaces are considered legal characters. Do not include extra spaces unless
they are part of the file name.

For example, if you want to exclude a file named

Cc:\testfile (with no extra space character at the end)

and your exclude list entry is

C:\testfile (with an extra space character at the end)

NetBackup cannot find the file until you delete the extra space from the end of
the file name.
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= End afile path with \ to exclude only directories with that path name (for example,
C:\users\test\). If the pattern does not end in \ (for example, C: \users\test),
NetBackup excludes both files and directories with that path name.
= To exclude all files with a given name, regardless of their directory path, enter
the name. For example:
test
rather than
C:\test
This example is equivalent to prefixing the file pattern with
\
\*\
A*F\N*N
AN
and so on.
The following syntax rules apply only to UNIX clients:

= Do not use patterns with links in the names. For example, assume /home is a
link to /usr/home and /home/doc is in the exclude list. The file is still backed
up in this case because the actual directory path, /usr/home/doc, does not
match the exclude list entry, /home/doc.

= Blank lines or lines which begin with a pound sign (#) are ignored.

Example of a Windows client exclude list

Assume that an exclude list in the Exclude list host properties contains the following
entries:

C:\users\doe\john
C:\users\doe\abc\
C:\users\*\test
C:\*\temp

core

Given the exclude list example, the following files, and directories are excluded
from automatic backups:

» The file or directory named c:\users\doe\john.
= Thedirectory c:\users\doe\abc\ (because the exclude entry ends with \).

= Allfiles or directories named test that are two levels beneath users on drive
C.
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All files or directories named temp that are two levels beneath the root directory

on drive C.

All files or directories named core at any level and on any drive.

Example of a UNIX exclude list

In this example of a UNIX exclude list, the list contains the following entries:

Given the exclude list example, the following files and directories are excluded from

# this is a comment line
/home/doe/john
/home/doe/abc/
/home/*/test
/*/temp

core

automatic backups:

The file or directory named /home/doe/3ohn.
The directory /home/doe/abc (because the exclude entry ends with /).

All files or directories named test that are two levels beneath home.

All files or directories named temp that are two levels beneath the root directory.

All files or directories named core at any level.

About creating an include list on a UNIX client

To add a file that is eliminated with the exclude list, create a
/usr/openv/netbackup/include list file. The same syntax rules apply as for
the exclude list.

Note: Exclude and include lists do not apply to user backups and archives.

To illustrate the use of an include list, we use the example from the previous
discussion. The exclude list in that example causes NetBackup to omit all files or
directories named test from all directories beneath /home/*/test.

In this case, add a file named /home/jdoe/test back into the backup by creating
an include_list file on the client. Add the following to the include 1ist file:

# this is a comment line
/home/jdoe/test
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To create an include list for a specific policy or policy and schedule combination,
use a .policyname OF .policyname.schedulename Suffix. The following are two
examples of include list names for a policy that is named wkstations that contains
a schedule that is named fulis.

/usr/openv/netbackup/include list.workstations

/usr/openv/netbackup/include list.workstations.fulls

The first file affects all scheduled backups in the policy that is named wkstations.
The second file affects backups only when the schedule is named fulls.

For a given backup, NetBackup uses only one include list: the list with the most
specific name. Given the following two files:

include list.workstations

include list.workstations.fulls

NetBackup uses only include list.workstations.fulls as the include list.

Traversing excluded directories

An exclude list can indicate a directory for exclusion, while the client uses an include
list to override the exclude list. NetBackup traverses the excluded directories if
necessary, to satisfy the client’s include list.

Assume the following settings for a Windows client:
= The backup policy backup selection list indicates aLr._rocar_prives. When a

scheduled backup runs, the entire client is backed up.

The entire client is also backed up if the backup selection list consists of only:
/

= The exclude list on the client consists of only: *

An exclude list of * indicates that all files are excluded from the backup.

= However, since the include list on the Windows client includes the following file:
c:\wINNT, the excluded directories are traversed to back up c: \WINNT.

If the include list did not contain any entry, no directories are traversed.
In another example, assume the following settings for a UNIX client:
= The backup selection list for the client consists of the following: /
= The exclude list for the UNIX client consists of the following: /

= The include list of the UNIX client consists of the following directories:
/datal
/data?2
/data3
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Because the include list specifies full paths and the exclude list excludes everything,
NetBackup replaces the backup selection list with the client’s include list.

Fibre transport properties

NetBackup Fibre Transport properties control how your Fibre Transport media
servers and SAN clients use the Fibre Transport service for backups and restores.
The Fibre transport properties apply to the host type that you select, as follows:

Table 7-26

Host types for Fibre transport properties

Host type

Description

Primary server

Global Fibre transport properties that apply to all SAN clients.

Media server

The Fibre transport Maximum concurrent FT connections property
applies to the FT media server that you select.

Client

The Fibre transport properties apply to the SAN client that you select.
The default values for clients are the global property settings of the
primary server. Client properties override the global Fibre transport
properties.

The Fibre transport properties contain the following settings. All properties are not
available for all hosts. In this table, FT device is an HBA port on a Fibre Transport
media server. The port carries the backup and restore traffic. A media server may
have more than one FT device.
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Table 7-27 Fibre transport properties

Property

Description

Maximum concurrent FT
connections

This property appears only when you select an FT media server .

This property specifies the number of FT connections to allow to the selected
media server or media servers. A connection is equivalent to a job.

If no value is set, NetBackup uses the following defaults:

s For NetBackup Appliance model 5330 and later: 32

» For NetBackup Appliance model 5230 and later: 32

s For NetBackup Fibre Transport media servers: 8 times the number of fast HBA
ports on the media server plus 4 times the number of slow HBA ports. A fast
port is 8 GB or faster, and a slow port is less than 8 GB.

You can enter up to the following maximum connections for the media server or
servers to use:

= On a Linux FT media server host: 40.
Itis recommended that you use 32 or fewer connections concurrently on Linux.
On Linux hosts, you can increase that maximum by setting a NetBackup touch
file, NUMBER DATA BUFFERS FT.
See “About Linux concurrent FT connections” on page 138.

s For NetBackup Appliance model 5330 and later: 40.

s For NetBackup Appliance model 5230 and later: 40.

= On a Solaris FT media server host: 64.

NetBackup supports 644 buffers per media server for Fibre Transport. To
determine the number of buffers that each connection uses, divide 644 by the
value you enter. More buffers per connection equal better performance for each
connection.

Use defaults from the primary
server configuration

This property appears only when you select a client .

This property specifies that the client follow the properties as they are configured
on the primary server.

Preferred

The Preferred property specifies to use an FT device if one is available within
the configured wait period in minutes. If an FT device is not available after the
wait period elapses, NetBackup uses a LAN connection for the operation.

If you select this option, also specify the wait period for backups and for restores.

For the global property that is specified on the primary server, the default is
Preferred.
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Table 7-27 Fibre transport properties (continued)

Property

Description

Always

The Always property specifies that NetBackup should always use an FT device
for backups and restores of SAN clients. NetBackup waits until an FT device is
available before it begins the operation.

However, an FT device must be online and up. If not, NetBackup uses the LAN.
An FT device may be unavailable because none are active, none have been
configured, or the SAN Client license expired.

Fail

The Fail property specifies that NetBackup should fail the job if an FT device is
not online and up. If the FT devices are online but busy, NetBackup waits until a
device is available and assigns the next job to the device. An FT device may be
unavailable because none are active, none have been configured, or the SAN
Client license expired.

Never

The Never property specifies that NetBackup should never use an FT pipe for
backups and restores of SAN clients. NetBackup uses a LAN connection for the
backups and restores.

If you specify Never for the primary server, Fibre Transport is disabled in the
NetBackup environment. If you select Never, you can configure FT usage on a
per-client basis.

If you specify Never for a media server, Fibre Transport is disabled for the media
server.

If you specify Never for a SAN client, Fibre Transport is disabled for the client.

NetBackup provides one finer level of granularity for Fibre transport. SAN client
usage preferences override the FT properties that you configure through Host
properties.

About Linux concurrent FT connections

NetBackup uses the Maximum concurrent FT connections setting in the Fibre
transport host property to configure the number of concurrent connections to a
Fibre transport media server, up to the total that is allowed per host.

See “Fibre transport properties” on page 136.

If the total number of concurrent connections on Linux is too low for your purposes,
you can increase the total number of concurrent connections. The consequence is
that each client backup or restore job uses fewer buffers, which means that each
job is slower because of fewer buffers. To increase the number of concurrent
connections, reduce the number of buffers per connection. To do so, create the
following file and include one of the supported values from Table 7-28 in the file:
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/usr/openv/netbackup/db/config/NUMBER DATA BUFFERS FT

Table 7-28 shows the values that NetBackup supports for the
NUMBER_DATA BUFFERS_FT file. NetBackup supports 644 buffers per media server
for Fibre transport.

Table 7-28 Supported values for buffers per FT connection

NUMBER DATA BUFFERS FT | Total concurrent Total concurrent
connections: NetBackup | connections: Linux FT
5230 and 5330 and later | media server

appliances
16 40 40
12 53 53
10 64 64

If you want, you then can limit the number of connections for a media server with
the Maximum concurrent FT connections setting in the Fibre transport host
properties.

Firewall properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server or media server. If necessary click Connect, then click Edit primary
server or Edit media server. Click Firewall.

The Firewall properties determine how the selected primary servers and media
servers connect to the legacy services that run on that NetBackup host.

Servers are added to the Hosts list of the Firewall properties. To configure port
usage for clients, see the Client attributes properties.

See “Client attributes properties” on page 101.

The Firewall host properties contain the following settings.
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Table 7-29 Firewall properties

Property

Description

Default connect options

By default, the Default connect options include firewall-friendly connect options
including the fewest possible ports to open.

The default options can be set differently for an individual server or client with the
settings in Attributes for selected hosts.

To change the default connect options for the selected server or client, click Edit.

These properties correspond to the DEFAULT CONNECT OPTIONS configuration option.

Hosts

You can configure different default connect options for the hosts that are displayed in
this list.

» Click Add to add a host to the Hosts list.
You must add a host name to the list before you can configure different settings for
that host. Servers do not automatically appear on the list.

= To configure different settings for a host, select the host name in the Hosts list.
Then select the connect options in the Attributes for selected hosts section.

= To remove the host from the list, locate a host name in the list. Then click Delete.

Attributes for selected
hosts

This section displays the connect options for the selected server. To change the
connection options for a server, first select the host name in the Hosts list.

These properties correspond to the CONNECT OPTIONS configuration option.

BPCD connect back

This property specifies how daemons are to connect back to the NetBackup Client
daemon (8pcD) as follows:

= Use default connect options (An option for individual hosts)
Use the methods that are specified under Default connect options.

= Random port
NetBackup randomly chooses a free port in the allowed range to perform the
traditional connect-back method.

= VNETD port
This method requires no connect-back. The Veritas Network Daemon (vnetd) was
designed to enhance firewall efficiency with NetBackup during server-to-server and
server-to-client communications. The server initiates all bpcd socket connections.
Consider the example in which bpbrm on a media server initially connects with
bpcd on a client. The situation does not pose a firewall problem because bpbrm
uses the well-known PBX or vnetd port.
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Table 7-29 Firewall properties (continued)
Property Description
Ports Select whether a reserved or non-reserved port number should be used to connect to

the host name:

Use default connect options (An option for individual hosts)
Use the methods that are specified under Default attributes.
Reserved ports

Connect to the host name by a reserved port number.
Non-reserved ports

Connect to the host name by a non-reserved port number.

To configure port usage for clients, see the Client attributes properties.

General server properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server or media server. If necessary click Connect, then click Edit primary
server or Edit media server. Click General server.

The General server properties apply to the selected primary server or media server.

The General server page contains the following properties.

Table 7-30 General server properties

Property

Description

Delay on multiplexed restores

This property specifies how long the server waits for additional restore requests
of multiplexed images on the same tape. All of the restore requests that are
received within the delay period are included in the same restore operation (one
pass of the tape).

The default is a delay of 30 seconds.

Check the capacity of disk
storage units every

This property applies to the disk storage units of 6.0 media servers only.
Subsequent releases use internal methods to monitor disk space more frequently.
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Table 7-30 General server properties (continued)

Property

Description

Must use local drive

This property appears for primary servers only, but applies to all media servers
as well. This property does not apply to NDMP drives.

If a client is also a media server or a primary server and Must use local drive is
selected, a local drive is used to back up the client. If all drives are down, another
can be used.

This property increases performance because backups are done locally rather
than sent across the network. For example, in a SAN environment a storage unit
can be created for each SAN media server. Then, the media server clients may
be mixed with other clients in a policy that uses ANY AVAILABLE storage unit.
When a backup starts for a client that is a SAN media server, the backups go to
the SAN connected drives on that server.

Use direct access recovery for
NDMP restores

By default, NetBackup for NDMP is configured to use Direct Access Recovery
(DAR) during NDMP restores. DAR can reduce the time it takes to restore files
by allowing the NDMP host to position the tape to the exact location of the
requested file(s). Only the data that is needed for those files is read.

Clear this check box to disable DAR on all NDMP restores. Without DAR,
NetBackup reads the entire backup image, even if only a single restore file is
needed.

Enable message-level cataloging
when duplicating Exchange images
that use Granular Recovery
Technology

This option performs message-level cataloging when you duplicate Exchange
backup images that use Granular Recovery Technology (GRT) from disk to tape.
To perform duplication more quickly, you can disable this option. However, then
users are not able to browse for individual items on the image that was duplicated
to tape.

See the NetBackup for Exchange Administrator's Guide.
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Table 7-30 General server properties (continued)

Property

Description

Media host override list

Specific servers can be specified in this list as servers to perform restores,
regardless of where the files were backed up. (Both servers must be in the same
primary and media server cluster.) For example, if files were backed up on media
server A, a restore request can be forced to use media server B.

The following items describe situations in which the capability to specify servers
is useful:

= Two (or more) servers share a robot and each have connected drives. A restore
is requested while one of the servers is either temporarily unavailable or is
busy doing backups.

= A media server was removed from the NetBackup configuration, and is no
longer available.

To add a host to the Media host override list, click Add.
To change an entry in the list, select a host name, then click Actions > Edit.
Configure the following options:

= Original backup server

Enter the name of the server where the data was backed up originally.
= Restore server

Enter the name of the server that is to process future restore requests.

Forcing restores to use a specific server

Use the following procedure to force restores to use a specific server.

To force restores to use a specific server

1

If necessary, physically move the media to the host to answer the restore
requests, then update the NetBackup database to reflect the move.

Modify the NetBackup configuration on the primary server.

Open the NetBackup web Ul and sign into the primary server.
On the left, click Host > Host properties.

Select the primary server.

If necessary, click Connect. Then click Edit primary server.

Click General server.
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= Add the original backup media server and the restore server to the Media
host override list.

Stop and restart the NetBackup Request Daemon (bprd) on the primary server.

This process applies to all storage units on the original backup server. Restores
for any storage unit on the Original backup server go to the server that is
listed as the Restore server.

To revert to the original configuration for future restores, delete the line from
the Media host override list.

Global attributes properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Global attributes.

The Global attributes properties apply to currently selected primary servers. These
properties affect all operations for all policies and clients. The default values are
adequate for most installations.

The Global attributes page contains the following properties.

Table 7-31 Global attributes properties

Property

Description

Job retry delay

This property specifies how often NetBackup retries a job. The default is 10 minutes.
The maximum is 60 minutes; the minimum is 1 minute.

Maximum jobs per client

This property specifies the maximum number of backup and archive jobs that NetBackup
clients can perform concurrently. The default is one job.

NetBackup can process concurrent backup jobs from different policies on the same
client only in the following situations:

= More than one storage unit available
= One of the available storage units can perform more than one backup at a time.

See “About constraints on the number of concurrent jobs” on page 146.

Policy update interval

This property specifies how long NetBackup waits to process a policy after a policy is
changed. The interval allows the NetBackup administrator time to make multiple changes
to the policy. The default is 10 minutes. The maximum is 1440 minutes; the minimum
is 1 minute.

Compress catalog interval

This property specifies how long NetBackup waits after a backup before it compresses
the image catalog file.
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Table 7-31 Global attributes properties (continued)

Property

Description

Schedule backup attempts

NetBackup considers the failure history of a policy to determine whether or not to run
a scheduled backup job. The Schedule backup attempts property sets the timeframe
for NetBackup to examine.

This property determines the following characteristics for each policy:

= How many preceding hours NetBackup examines to determine whether to allow
another backup attempt (retry). By default, NetBackup examines the past 12 hours.

s How many times a backup can be retried within that timeframe. By default,
NetBackup allows two attempts. Attempts include the scheduled backups that start
automatically or the scheduled backups that are user-initiated.

Consider the following example scenario using the default setting 2 tries every 12
hours:

s Policy_A runs at 6:00 P.M.; Schedule_1 fails.

= Policy_A is user-initiated at 8:00 P.M.; Schedule_2 fails.

= At 11:00 P.M., NetBackup looks at the previous 12 hours. NetBackup sees one
attempt at 6:00 P.M. and one attempt at 8:00 P.M. The Schedule backup attempts
setting of two has been met so NetBackup does not try again.

= At 6:30 A.M. the next morning, NetBackup looks at the previous 12 hours. NetBackup
sees only one attempt at 8:00 P.M. The Schedule backup attempts setting of two
has not been met so NetBackup tries again. If a schedule window is not open at
this time, NetBackup waits until a window is open.

Note: This attribute does not apply to user backups and archives.

Maximum vault jobs

This property specifies the maximum number of vault jobs that are allowed to be active
on the primary server. The greater the maximum number of vault jobs, the more system
resources are used.

If the active vault jobs limit is reached, subsequent vault jobs are queued and their
status is shown as Queued in the Activity Monitor.

If a duplication job or eject job waits, its status is shown as Active in the Activity Monitor.

See “Job monitoring” on page 47.

Administrator email
address property

This property specifies the addresses where NetBackup sends notifications of scheduled
backups or administrator-directed manual backups.

To send the information to more than one administrator, separate multiple email
addresses by using a comma, as follows:

useraccountl@company.com,useraccount2@company.com

More information is available on the configuration requirements for email notifications.

See “Send notifications to the backup administrator about failed backups” on page 69.
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About constraints on the number of concurrent jobs

Specify any number of concurrent jobs within the following constraints.

Table 7-32 Constraints on concurrent jobs

Constraint

Description

Number of storage devices

NetBackup can perform concurrent backups to separate storage units or to drives
within a storage unit. For example, a single Media Manager storage unit supports as
many concurrent backups as it has drives. A disk storage unit is a directory on disk,
so the maximum number of jobs depends on system capabilities.

Server and client speed

Too many concurrent backups on an individual client interfere with the performance
of the client. The best setting depends on the hardware, operating system, and
applications that are running.

The Maximum jobs per client property applies to all clients in all policies.

To accommodate weaker clients (ones that can handle only a small number of jobs
concurrently), consider using one of the following approaches:

= Set the Maximum data streams property for those weaker clients appropriately.
(Open the host properties for the primary server. Then click Client attributes >
General tab.)
See “General tab of the Client attributes properties” on page 103.

= Use the Limit jobs per policy policy setting in a client-specific policy. (A
client-specific policy is one in which all clients share this characteristic).

Network loading

The available bandwidth of the network affects how many backups can occur
concurrently. The load might be too much for a single Ethernet. For loading problems,
consider backups over multiple networks or compression.

A special case exists to back up a client that is also a server. Network loading is not a
factor because the network is not used. Client and server loading, however, is still a
factor.

Note: Catalog backups can run concurrently with other backups. To do so, set the

Maximum jobs per client value to greater than two for the primary server. The

higher setting ensures that the catalog backup can proceed while the regular backup

activity occurs.

Setting up mailx email client

NetBackup supports setting up email notifications by using mailx client.
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To set up a mailx email client

1
2

Navigate to the /etc/mail.rc location.
Edit the file to add the SMTP server settings.

For example, set
smtp=<Your_SMTP_Server_Hostname>:<SMTP_SERVER_PORT>

Logging properties

To access this setting, in the web Ul select Hosts > Host properties. If necessary
click Connect, then click Edit primary server, Edit media server, or Edit client.
Click Logging.

The logging settings determine the behavior for NetBackup logging on the primary
server, media server, and the clients:

Overall logging level or global logging level for all NetBackup processes.
Overrides for the specific processes that use legacy logging.

Logging levels for the services that use unified logging.

Logging for critical processes.

On clients, the logging level for database applications.

Log retention settings for NetBackup and for NetBackup Vault (if it is installed).

All NetBackup processes use either unified logging or legacy logging. You can set
a global or a unique logging level for certain processes and services. Retention
levels limit the size of the log files or (for the primary server) the number of days
the logs are kept. If you use NetBackup Vault, you can select separate logging
retention settings for that option.

For complete details on logging, see the NetBackup Logging Reference Guide.
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Table 7-33 Logging properties

Property

Description

Global logging level

This setting establishes a global logging level for all processes that are set to Same
as global.

The Global logging level affects the legacy and unified logging level of all NetBackup
processes on the server or client. This setting does not affect the following logging
processes:

= PBXlogging
See the NetBackup Troubleshooting Guide for more information on how to access
the PBX logs.

= Media and device management logging (vmd, 1tid, avrd, robotic daemons, media
manager commands)

Process-specific overrides

These settings let you override the logging level for the specific processes that use
legacy logging.

Debug logging levels for
NetBackup services

These settings let you manage the logging level for the specific services that use unified
logging.

Logging for critical
processes

The option lets you enable logging for the critical processes:

m Primary server processes: bprd and bpdbm.
= Media server processes: bpbrm, bptm, and bpdm.
n Client process: bpfis

Note the following:

= If you enable Logging for critical processes, also enable the option Maximum
log size. If you disable this option it may adversely affect NetBackup operations.

= This option sets the log retention to the default log size.

= Clicking Restore to defaults does not modify the Logging for critical processes
or the Maximum log size options.

= To disable the logging for critical processes, modify the logging levels for those
processes.

Retention period

Specifies the length of time NetBackup keeps information from the error catalog, job
catalog, and debug logs. Note that NetBackup derives its reports from the error catalog.

The logs can consume a large amount of disk space, so do not keep the logs any
longer than necessary. The default is 28 days.

Maximum log size

Specifies the size of the NetBackup logs that you want to retain. When the NetBackup
log size grows to this value, the older logs are deleted.

= For primary and media servers, the recommended value is 25 GB or greater.
n For clients, the recommended value is 5 GB or greater.
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Table 7-33 Logging properties (continued)

Property

Description

Vault logs retention period | If NetBackup Vault is installed, select the number of days to keep the Vault session

directories, or select Forever.

Logging levels

You can choose to apply the same logging level for all NetBackup processes. Or,
you can select logging levels for specific processes or services.

Table 7-34 Logging level descriptions

Logging level

Description

Same as global

The process uses the same logging level as the Global logging level.

No logging

No log is created for the process.

Minimum logging (default) A small amount of information is logged for the process.

Use this setting unless advised otherwise by Veritas Technical Support. Other settings
can cause the logs to accumulate large amounts of information.

Levels 1 through 4

Progressively more information is logged at each level for the process.

5 (Maximum)

The maximum amount of information is logged for the process.

Global logging level

This setting controls the logging level for all processes and for those processes that
are set to Same as global. You can control the logging level for some NetBackup
processes individually.

See the section called “Overrides for legacy logging levels” on page 149.

See the section called “Unified logging levels for the primary server” on page 150.

Overrides for legacy logging levels

These logging levels apply to legacy processes logging. The logging levels that are
displayed depend on the type of host (primary, media, or client).
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Table 7-35 Logging level overrides for legacy processes
Service Description Primary Media Client
server server
BPBRM logging level The NetBackup backup and restore X X
manager.
BPDM logging level The NetBackup disk manager. X X
BPTM logging level The NetBackup tape manager. X X
BPJOBD logging level The NetBackup Jobs Database Management X
daemon. This setting is only available for the
primary server.
BPDBM logging level The NetBackup database manager. X
BPRD logging level The NetBackup Request Daemon. X
Database logging level The logging level for database agent logs. X
For details on which logs to create and refer
to, see the guide for the specific agent.

Unified logging levels for the primary server

These logging levels apply to NetBackup services logging and are only available
for the primary server.

Table 7-36

Logging levels for NetBackup services

Service

Description

Policy execution manager

The Policy execution manager (NBPEM) creates policy and client tasks and
determines when jobs are due to run. If a policy is modified or if an image expires,
NBPEM is notified and the appropriate policy and client tasks are updated.

Job manager

The Job Manager (NBJM) accepts the jobs that the Policy Execution Manager
submits and acquires the necessary resources.

Resource broker

The Resource Broker (NBRB) makes the allocations for storage units, tape drives,

client reservations.
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Logging values in the registry, bp.conf file, and unified
logging

You can also set logging values in the Windows registry, the bp.conf file, or in unified
logging.

Table 7-37 Logging levels and their values
Logging level Legacy logging - Windows Legacy logging - bp.conf Unified
registry logging
Minimum logging Hexadecimal value of Oxffffffff. |VERBOSE = 0 (global) 1

processname VERBOSE = 0

If the global VERBOSE value is set to
a value other than 0, an individual
process can be decreased by using the
value -1. For example,

processname VERBOSE -1.

No logging

Hexadecimal value of Oxfffffffe. |VERBOSE=-2 (global) 0

processname VERBOSE = -2

Lotus Notes properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
client and click Edit client. Then click Windows clients > Lotus Notes or UNIX
client > Lotus Notes.

The Lotus Notes properties apply to the currently selected client that runs
NetBackup for Domino.

For more information, see the NetBackup for HCL Domino Administrator’s Guide.

For UNIX servers: If you have multiple installations of Domino server, the values
in the client properties only apply to one installation. For other installations, specify
the installation path and location of the notes. ini file with the LoTUS INSTALL PATH
and NOTES_INI_PATH directives in the backup policy.
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Table 7-38 Lotus Notes client host properties

Client host
properties

Description

Maximum number of
logs to restore

The maximum number of logs that can be prefetched in a single restore job during recovery.
Specify a value greater than 1.

A value less than or equal to 1, does not gather transaction logs during recovery. One
transaction log extent per job is restored to the Domino server’s log directory.

Transaction log

A path where NetBackup can temporarily store the prefetched transaction logs during recovery.

cache path If you do not specify a path, during recovery NetBackup restores the logs to the Domino
server's transaction log directory.
Note the following:
» If the specified path does not exist then it is created during restore.
» The user must have write permission for the folder.
= Transaction logs are restored to the original location, the Domino transaction log directory,
if a path is not specified.
n If the value of Maximum number of logs to restore is less than or equal to 1 then this
path is ignored. The logs are not prefetched; one transaction log per job is restored to the
Domino Server’s log directory.
= If there is not sufficient space to restore the specified number of logs, NetBackup tries to
restore only the number of logs that can be accommodated.
INI path The notes. ini file that is associated with the Domino partitioned servers used to back up
and restore the Notes database. This setting does not apply to non-partitioned servers.
= On Windows:
If the notes. ini file is not located in the default directory, indicate its location.
= On UNIX:
If the notes. ini is not located in the directory that is specified in the Path, indicate its
location here.
Include the directory and the notes. ini file name.
Path The path where the Notes program files reside on the client. NetBackup must know where

these files are to perform backup and restore operations.

= On Windows:
The path for program directory (where nserver.exe resides).

»  On UNIX:
A path that includes the Domino data directory, the Notes program directory, and the
Notes resource directory.
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Media properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server. If necessary, click Connect. Then click Edit primary server or Edit media
server. Click Media.

The Media host properties contain the following settings.

Table 7-39 Media properties

Property

Description

Allow media overwrite
property

This property overrides the NetBackup overwrite protection for specific media types.
Normally, NetBackup does not overwrite certain media types. To disable overwrite
protection, place a check in the check box of one or more of the listed media formats.

For example, place a check in the CPIO check box to permit NetBackup to overwrite
the cpio format.

By default, NetBackup does not overwrite any of the formats on removable media, and
logs an error if an overwrite attempt occurs. This format recognition requires that the
first variable length block on a media be less than or equal to 32 kilobytes.

The following media formats on removable media can be selected to be overwritten:

= When ANSI is enabled, ANSI labeled media can be overwritten.

= When TAR is enabled, TAR media can be overwritten.

=  When DBR is enabled, DBR media can be overwritten. (The DBR backup format
is no longer used.)

= Remote Storage MTF1 media format. When MTF1 is enabled, Remote Storage
MTF1 media format can be overwritten.

= When CPIO is enabled, CPIO media can be overwritten.

s When AOS/VS is enabled, AOS/VS media can be overwritten. (Data General
AOS/VS backup format.)

s When MTF is enabled, MTF media can be overwritten. With only MTF checked, all
other MTF formats can be overwritten. (The exception is Backup Exec MTF
(BE-MTF1) and Remote Storage MTF (RS-MTF1) media formats, which are not
overwritten.

s When BE-MTF1 is enabled, Backup Exec MTF media can be overwritten.

See “Results when media overwrites are not permitted” on page 156.




Managing host properties
Media properties

Table 7-39 Media properties (continued)

Property

Description

Enable SCSI reserve

This property allows exclusive access protection for tape drives. With access protection,
other host bus adaptors cannot issue commands to control the drives during the
reservation.

SCSI reservations provide protection for NetBackup Shared Storage Option
environments or any other multiple-initiator environment in which drives are shared.

The protection setting configures access protection for all tape drives from the media
server on which the option is configured. You can override the media server setting
for any drive path from that media server.

See “Recommended use for Enable SCSI reserve property” on page 157.
The following are the protection options:

= The SCSI persistent reserve option provides SCSI persistent reserve protection
for SCSI devices. The devices must conform to the SCSI Primary Commands - 3
(SPC-3) standard.

s The SPC-2 SCSI reserve option (default) provides SPC-2 SCSI reserve protection
for SCSI devices. The devices must conform to the reserve and release management
method in the SCSI Primary Commands - 2 standard.

s To operate NetBackup without tape drive access protection, clear the Enable SCSI
reserve property. If unchecked, other HBAs can send the commands that may
cause a loss of data to tape drives.

Note: Ensure that all of your hardware processes SCSI persistent reserve commands
correctly. All of your hardware includes Fibre Channel bridges. If the hardware does
not process SCSI persistent reserve commands correctly and NetBackup is configured
to use SCSI persistent reserve, no protection may exist.

Allow multiple retentions
per media

This property lets NetBackup mix retention levels on tape volumes. It applies to media
in both robotic drives and nonrobotic drives. The default is that the check box is clear
and each volume can contain backups of only a single retention level.

Allow backups to span tape
media

This property, when checked, lets backups span to multiple tape media. This property
lets NetBackup select another volume to begin the next fragment. The resulting backup
has data fragments on more than one volume. The default is that Allow backups to

span tape media is checked and backups are allowed to span media.

If the end of media is encountered and this property is not selected, the media is set
to FULL and the operation terminates abnormally. This action applies to both robotic
drives and nonrobotic drives.
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Table 7-39 Media properties (continued)

Property

Description

Allow backups to span disk
volumes

This property lets backups span disk volumes when one disk volume becomes full.
The default is that this property is enabled.

The Allow backups to span disk volumes property does not apply to AdvancedDisk
or OpenStorage storage units. Backups span disk volumes within disk pools
automatically.

The following destinations support disk spanning:

= A BasicDisk storage unit spanning to a BasicDisk storage unit. The units must be
within a storage unit group.

= An OpenStorage or AdvancedDisk volume spanning to another volume in the disk
pool.

For disk spanning to occur, the following conditions must be met:

» The storage units must share the same media server.

= The multiplexing level on spanning storage units should be the same. If there are
any differences, the level on the target unit can be higher.

s Adisk staging storage unit cannot span to another storage unit. Also, a disk staging
storage unit is not eligible as a target for disk spanning.

= Disk spanning is not supported on NFS.

Enable standalone drive
extension

This property lets NetBackup use whatever labeled or unlabeled media is found in a
nonrobotic drive. The default is that the Enable standalone drive extension property
is enabled.

Enable job logging

This property allows the logging of the job information. This logging is the same
information that the NetBackup Activity monitor uses. The default is that job logging
occurs.

Enable unrestricted media
sharing for all media
servers

This property controls media sharing, as follows:

= Enable this property to allow all NetBackup media servers and NDMP hosts in the
NetBackup environment to share media for writing. Do not configure server groups
for media sharing.

s Clear this property to restrict media sharing to specific server groups. Then configure
media server groups and backup policies to use media sharing.

n Clear this property to disable media sharing. Do not configure media server groups.

The default is that media sharing is disabled. (The property is cleared and no server
groups are configured.)

See “About NetBackup server groups” on page 258.
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Table 7-39 Media properties (continued)

Property

Description

Media ID prefix
(non-robotic)

This property specifies the media ID prefix to use in media IDs when the unlabeled
media is in nonrobotic drives. The prefix must be one to three alpha-numeric characters.
NetBackup appends numeric characters. By default, NetBackup uses A and assigns
media IDs such as A00000, A00001, and so on.

For example, if FEB is specified, NetBackup appends the remaining numeric characters.
The assigned media IDs become FEB00O, FEB0O1, and so on.

Media unmount delay

To specify a Media unmount delay property indicates that the unloading of media is
delayed after the requested operation is complete. Media unmount delay applies only
to user operations, to include backups and restores of database agent clients, such
as those running NetBackup for Oracle. The delay reduces unnecessary media
unmounts and the positioning of media in cases where the media is requested again
a short time later.

The delay can range from 0 seconds to 1800 seconds. The default is 180 seconds. If
you specify 0, the media unmount occurs immediately upon completion of the requested
operation. Values greater than 1800 are set to 1800.

Media request delay
(non-robotic)

This property specifies how long NetBackup waits for media in nonrobotic drives.

During the delay period, NetBackup checks every 60 seconds to see if the drive is
ready. If the drive is ready, NetBackup uses it. Otherwise, NetBackup waits another
60 seconds and checks again. If the total delay is not a multiple of 60, the last wait is
the remainder. If the delay is less than 60 seconds, NetBackup checks after the end
of the delay.

For example, set the delay to 150 seconds. NetBackup waits 60 seconds, checks for
ready, waits 60 seconds, checks for ready, waits 30 seconds, and checks for ready
the last time. If the delay was 50 seconds (a short delay is not recommended),
NetBackup checks after 50 seconds.

Results when media overwrites are not permitted

If media contains one of the protected formats and media overwrites are not
permitted, NetBackup takes the following actions:

If the volume has not been previously
assigned for a backup

If the volume is in the NetBackup media
catalog and was previously selected for
backups

Sets the volume’s state to FROZEN
Selects a different volume
Logs an error

Sets the volume’s state to SUSPENDED
Aborts the requested backup
Logs an error
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If the volume is mounted for a backup of the The backup is aborted and an error is logged.
NetBackup catalog The error indicates the volume cannot be
overwritten.

If the volume is mounted to restore files or list NetBackup aborts the request and logs an
the media contents error. The error indicates that the volume
does not have a NetBackup format.

Recommended use for Enable SCSI reserve property

All tape drive and bridge vendors support the SPC-2 SCSI reserve and release
method. NetBackup has used SPC-2 SCSI reserve since NetBackup 3.4.3, and it
is the default tape drive reservation method in NetBackup. SPC-2 SCSI reserve is
effective for most NetBackup environments.

The SCSI persistent reserve method provides device status and correction and
may be more effective in the following environments:

=  Where NetBackup media servers operate in a cluster environment.
NetBackup can recover and use a reserved drive after a failover (if NetBackup
owns the reservation). (With SPC-2 SCSI reserve, the drive must usually be
reset because the reservation owner is inoperative.)

= Where the drive has high availability.
NetBackup can resolve NetBackup drive reservation conflicts and maintain high
drive availability. (SPC-2 SCSI reserve provides no method for drive status
detection.)

However, the SCSI persistent reserve method is not supported or not supported
correctly by all device vendors. Therefore, thoroughly analyze the environment to
ensure that all of the hardware supports SCSI persistent reserve correcily.

It is recommended to carefully consider all of the following factors before Enable
SCSl reserve is used:

= Only a limited number of tape drive vendors support SCSI persistent reserve.

= SCSI persistent reserve is not supported or not supported correctly by all Fibre
Channel bridge vendors. Incorrect support in a bridge means no access
protection. Therefore, if the environment uses bridges, do not use SCSI persistent
reserve.

= If parallel SCSI buses are used, carefully consider the use of SCSI persistent
reserve. Usually, parallel drives are not shared, so SCSI persistent reserve
protection is not required. Also, parallel drives are usually on a bridge, and
bridges do not support SCSI persistent reserve correctly. Therefore, if the
environment uses parallel SCSI buses, do not use SCSI persistent reserve.
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= The operating system tape drivers may require extensive configuration to use
SCSI persistent reserve. For example, if the tape drives do not support SPC-3
Compatible Reservation Handling (CRH), ensure that the operating system does
not issue SPC-2 reserve and release commands.

If any of the hardware does not support SCSI persistent reserve, it is not
recommended that SCSI persistent reserve is used.

Network properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
client. If necessary click Connect, then click Edit client. Click Windows client >
Network.

Use the Network properties to configure the communications requirements between
clients and the primary server. These properties apply to the currently selected
Windows client .

The Network host properties contain the following settings.

Table 7-40 Network properties for Windows clients

Property Description

NetBackup client service | This property specifies the port that the NetBackup client uses to communicate with
port (BPCD) the NetBackup server. The default is 13782.

Note: If you change this port number, remember that it must be the same for all
NetBackup servers and clients that communicate with one another.

NetBackup request service | This property specifies the port for the client to use when it sends requests to the
port (BPRD) NetBackup request service (bprd process) on the NetBackup server. The default is
13720.

Note: If you change this port number, remember that it must be the same for all
NetBackup servers and clients that communicate with one another.

Announce DHCP interval | This property specifies how many minutes the client waits before it announces that a
different IP address is to be used. The announcement occurs only if the specified time
period has elapsed and the address has changed since the last time the client
announced it.

Network settings properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server or client. If necessary click Connect, then click Edit primary server, Edit
media server, or Edit client. Click Network settings.
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The Network settings host properties apply to primary servers, media servers,
and clients.

The Network settings page contains properties for Reverse host name lookup
and Use the IP address family.

See “Reverse host name lookup property” on page 159.

See “Use the IP address family property” on page 160.

Reverse host name lookup property

The domain name system (DNS) reverse host name lookup is used to determine
what host and domain name a given IP address indicates.

Some administrators cannot or do not want to configure the DNS server for reverse
host name lookup. For these environments, NetBackup offers the Reverse host
name lookup property to allow, restrict, or prohibit reverse host name lookup.

Administrators can configure the Reverse host name lookup property for each
host.

Table 7-41 Reverse host name lookup property settings

Property

Description

Allowed

The Allowed property indicates that the host requires reverse host name lookup to
work to determine that the connection comes from a recognizable server.

By default, the host resolves the IP address of the connecting server to a host name
by performing a reverse lookup.

If the conversion of the IP address to host name fails, the connection fails.

Otherwise, it compares the host name to the list of known server host names. If the
comparison fails, the host rejects the server and the connection fails.

Restricted

The Restricted property indicates that the NetBackup host first attempts to perform
reverse host name lookup. If the NetBackup host successfully resolves the IP address
of the connecting server to a host name (reverse lookup is successful), it compares
the host name to the list of known server host names.

If the resolution of the IP address to a host name fails (reverse lookup fails), based on
the Restricted setting, the host converts the host names of the known server list to IP
addresses (using a forward lookup). The host compares the IP address of the connecting
server to the list of known server IP addresses.

If the comparison fails, the host rejects the connection from server and the connection
fails.
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Table 7-41 Reverse host name lookup property settings (continued)
Property Description
Prohibited The Prohibited property indicates that the NetBackup host does not try reverse host

name lookup at all. The host resolves the host names of the known server list to IP
addresses using forward lookups.

The NetBackup host then compares the IP address of the connecting server to the list
of known server IP addresses.

If the comparison fails, the NetBackup host rejects the connection from the server and
the connection fails.

Use the IP address family property

On the hosts that use both IPv4 and IPv6 addresses, use the Use the IP address
family property to indicate which address family to use:

= IPv4 only (Default)
= [IPv6 only
= Both IPv4 and IPv6

While the Use the IP address family property controls how host names are resolved
to IP addresses, the Preferred network properties control how NetBackup uses
the addresses.

Nutanix AHV access hosts

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Nutanix AHV access hosts.

You can also configure these settings in the web Ul from Workloads > Nutanix
AHV. Then select AHV settings > Access hosts.

Use the Nutanix AHV access hosts properties to configure a special host that is
called a AHV access host. It is a NetBackup client that performs backups on behalf
of the virtual machines.

For more information, see the NetBackup Web Ul Nutanix AHV Administrator's
Guide for details.


http://www.veritas.com/docs/DOC5332
http://www.veritas.com/docs/DOC5332
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Port ranges properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server or client. If necessary click Connect, then click Edit primary server, Edit
media server, or Edit client. Click Port ranges.

Use thePort ranges properties to determine how hosts connect to one another.
These properties apply to the selected primary server, media server, or client.

The Port ranges host properties contain the following settings.

Table 7-42 Port ranges host properties
Property Description
Use random port Specifies how the selected computer chooses a port when it communicates with
assignments NetBackup on other computers. Enable this property to let NetBackup randomly select

ports from those that are free in the allowed range. For example, if the range is from
1023 through 5000, it chooses randomly from the numbers in this range.

If this property is not enabled, NetBackup chooses numbers sequentially, not randomly.
NetBackup starts with the highest number that is available in the allowed range. For
example, if the range is from 1023 through 5000, NetBackup chooses 5000. If 5000 is
in use, port 4999 is chosen.

This property is enabled by default.

Client port window Select Use OS selected non-reserved port to let the operating system determine
which non-reserved port to use.

Or, select the range of non-reserved ports on the selected computer. NetBackup can
use any available port within this range as the source port when communicating with
NetBackup on another computer.

Server port window This property specifies the range of non-reserved ports on which NetBackup processes
on this computer accept connections from NetBackup when the connection is not to a
well known port. This property primarily applies to bpcd call-back when vnetd is
disabled in the connect options and the local host name is configured for non-reserved
ports.

This property also applies in the situation where a third-party protocol is used, such as
NDMP. It specifies the range of non-reserved ports on which this server accepts
NetBackup connections from other computers. The default range is 1024 through 5000.

Instead of indicating a range of ports, you can enable Use OS selected non-reserved
port to let the operating system determine which non-reserved port to use.

This setting applies to the selected primary or media server.
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Table 7-42 Port ranges host properties (continued)

Property

Description

Server reserved port
window

This entry specifies the range of local reserved ports on which this computer accepts
connections from NetBackup when the connection is not to a well known port. This
property primarily applies to bpcd call-back when vnetd is disabled in the connect
options for a local host name.

Instead of indicating a range of ports, you can enable Use OS selected non-reserved
port to let the operating system determine which non-reserved port to use.

Registered ports and dynamically-allocated ports

NetBackup communicates between computers by using a combination of registered
ports and dynamically-allocated ports.
Registered ports

These ports are registered with the Internet Assigned Numbers Authority (IANA)
and are permanently assigned to specific NetBackup services. For example, the
port for the NetBackup client daemon (bpcd) is 13782.

The following system configuration file can be used to override the default port
numbers for each service:

On Windows: $systemroot$\system32\drivers\etc\services

On UNIX: /etc/services

Note: It is not recommended to change the port numbers that are associated with
PBX (1556 and 1557).

Dynamically-allocated ports

These ports are assigned as needed, from configurable ranges in the Port ranges
host properties for NetBackup servers and clients.

In addition to the range of numbers, you can specify whether NetBackup selects a
port number at random or starts at the top of the range and uses the first one
available.

Preferred network properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server or client. If necessary click Connect, then click Edit primary server, Edit
media server, or Edit client. Click Preferred network.
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Use the Preferred network properties to specify to NetBackup which networks or
interfaces to use for outgoing NetBackup traffic from the selected hosts. These
properties apply to currently selected primary server, media server, or client.

Note: The Preferred network setting in NetBackup does not apply to the Granular
Recovery Technology (GRT) and VMware Instant Recovery features. Network
settings that are configured in the operating system are used for these features
during communication.

Preferred network entries are not needed if NetBackup is configured using host
names with |IP addresses to which the operating system resolves and then routes
correctly.

When external constraints prevent the environment from being corrected, Preferred
network entries may be useful as follows:

= Can be used to prevent NetBackup from connecting to specific destination
addresses.

= Can be used to cause NetBackup to connect only to specific destination
addresses.

= Can be used to request a subset of local interfaces for source binding when
making outbound connections.

Caution: When used for source binding, the operating system may not honor the
source binding list provided by NetBackup. If the operating system implements the
weak host model, asymmetrical network routing may result. If asymmetrical routing
occurs, the remote host may reject the inbound connection if it implements the
strong host model. Similarly, stateful network devices may also drop asymmetrical
connections. To ensure the use of specific outbound interfaces for specific remote
hosts or networks, make sure that the OS name resolution and routing configurations
are correct; create static host routes if needed. Ensure that all network drivers
properly implement the IP and TCP networking protocols.

The local Preferred network entries do not affect the forwarding profile that the
local host returns to a remote host during initial CORBA connection setup; it contains
all the local plumbed interfaces. However, the End Point Selection algorithm within
the remote process uses its local Preferred network entries to evaluate the profile
when it selects the destination for the subsequent CORBA connection.

With respect to source binding, the Preferred network properties offer more
flexibility than the Use specified network interface property in the Universal
settings properties. The Use specified network interface property can be used
to specify only a single interface for NetBackup to use for outbound calls. The
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Preferred network properties were introduced so that administrators can give more
elaborate and constrictive instructions that apply to multiple individual networks, or
a range of networks. For example, an administrator can configure a host to use any
network except one. If both properties are specified, Use specified network
interface overrides Preferred network.

Note: Do not inadvertently configure hosts so that they cannot communicate with
any other host. Use the bptestnetconn utility to determine whether the hosts can
communicate as you intend.

See “bptestnetconn utility to display Preferred network information” on page 173.

The Preferred network host properties contain a list of networks and the directive
that has been configured for each.

Table 7-43 Preferred network host properties

Property

Description

List of network
specifications for
NetBackup
communications

The list of preferred networks contains the following information:

s The Target column lists the networks (or host names or IP addresses) that have been
given specific directives. If a network is not specifically listed as a target, or if a range
of addresses does not include the target, NetBackup considers the target to be available
for selection.

Note that if the same network considerations apply for all of the hosts, the list of directives
can be identical across all hosts in the NetBackup environment. If a directive contains
an address that does not apply to a particular host, that host ignores it. For example,
an IPv4-only host ignores IPv6 directives, and IPv6-only hosts ignore IPv4 directives.
This action lets the administrator use the same Preferred network configurations for
all the hosts in the NetBackup environment.

= The Specified as column indicates the directive for the network: Match, Prohibited,
or Only.

= The Source column lists source binding information to use to filter addresses. The
Source property is an optional configuration property.

Ordering arrows

Select a network in the list, then click the up or down arrow to change the order of the
network in the list. The order can affect which network NetBackup selects.

See “Order of directive processing in the Preferred network properties” on page 172.

Add

Click Add to add a network to the Preferred network properties. Then configure the
directive for the network.

Actions > Edit

Locate a network in the list, then click Actions > Edit to change the Preferred network
properties.
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Table 7-43 Preferred network host properties (continued)

Property

Description

Actions > Delete

Locate a network in the list, then click Actions > Delete to remove the network from the
list of preferred networks.

Add or edit a Preferred network setting

Refer to the following settings when you add or edit a preferred network setting.

Table 7-44 Configuration for Preferred network settings
Property Description
Target Enter a network address or a host name:
= NetBackup recognizes the following wildcard entries as addresses:
s 0.0.0.0
Matches any IPv4 address.
m 0::0
Matches any IPv6 address.
s 0/0
Matches the address of any family.
» If the target is a host name which resolves to more than one IP address, only the first IP
address will be used.
» If a subnet is not specified, the default is /128 when the address is non-zero and /0 when the
address is 0. This applies to both Target and Source properties.
A subnet of /0 cannot be used with a non-zero address because it effectively negates all of
the bits in the address, making the target or the source match every address. For example,
0/0.
Note: Do not use the following malformed entries as wildcards: 0/32, 0/64, or 0/128. The left
side of the slash must be a legitimate IP address. However, 0/0 may be used, as listed.
Match The Match directive:

Applies when Target is a destination address.

Indicates that the specified network, address, or host name is preferred for communication
with the selected host.

Does not reject other networks, addresses, or host names from being selected, even if they
do not match. (The Only directive rejects unsuitable targets if they do not match.)

Is useful following a Prohibited or a Only directive. When used with other directives, Match
indicates to NetBackup to stop rule processing because a suitable match has been found.
Can be used with the Source property to indicate source binding.
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Table 7-44 Configuration for Preferred network settings (continued)
Property Description
Prohibited Use the Prohibited directive to exclude or prevent the specified network, address, or host name
from being used.
The Target is applied to both the source and the destination addresses. If a Source is specified
and the Prohibited is indicated, it is ignored but the target is still prohibited.
If the matched address is a destination address, evaluation stops. If this was the only potential
destination, the connection is not attempted. If there are additional potential destinations, they
are evaluated starting over with the first entry.
If the matched address is a source address, it is removed from the source binding list.
Caution: On some platforms, prohibiting a local interface may cause unexpected results when
connecting to remote hosts. Prohibiting a local interface does not affect connections that are
internal to the host.
Only The Only directive:
= Applies to destination addresses.
= Indicates that the specified network, address, or host name that is used for communication
with the selected host must be in the specified network.
Use the Only directive to prevent any network from being considered other than those specified
as Only.
= If the address that is being evaluated does not match the target, it is not used and evaluation
stops for that address. If the address being evaluated was the only potential destination, the
connection is not attempted. If there is an additional potential destination, it is evaluated
starting over with the first entry.
= Can be used with the Source property to indicate source binding.
Source Use this property with the Match or the Only directives to identify the local host name, IP

addresses, or networks that may be used for source binding.
If a subnet is not specified, the default is /128.

If this host has an IP address that matches Source, that IP address will be used as the source
when connecting to the destination. If the Source is not valid for this host, it is ignored.

How NetBackup uses the directives to determine which network to

use

Each host has an internal table of preferred network rules that NetBackup consults

before it selects a network interface to use for communication with another host.

The table includes every interface-IP address combination available to the selected

host. Based on the Preferred NetBackup directives, the table indicates to
NetBackup whether or not the host is allowed to use a given network.
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This topic uses the example of two multihomed servers (Server_A and Server_B)
as shown in Figure 7-1. Server A is considering which addresses it can use to
access Server_B, given the Preferred network directives configured on Server_A.

When Preferred network directives are used to place restrictions on targets, they
are added from the perspective of the server making the connection. The directives
on Server_A affect its preferences as to which Server_B addresses it can use.

Figure 7-1 Multihomed servers example

Server_A

Directives on Server_A indicate
what interfaces it can use to
access Server_B

BackUp interfacs Production interface
2001:db8:0:11d:: 1efc 10.81.73.147

2001:db8:0:1f0::1efc

Backup interface Backup interface

2001:db8:0:11e::1efc Server_B 10.96.73.253
2001:db8:0:11c::1efc

Figure 7-2 shows a table for Server_B. Server_B has multiple network interfaces,
some of which have multiple IP addresses. In the table, yes indicates that NetBackup
can use the network-IP combination as a source. In this example, no directives
have been created for the host. Since no networks are listed in the Preferred
network properties, any network-IP combinations can be used for communication.

Note: The following topic shows the bptestnetconn output for this example
configuration:

See “bptestnetconn utility to display Preferred network information” on page 173.
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Figure 7-2 From Server_A's perspective: Available IP addresses on

Network interfaces

Figure 7-3 shows a table for the same host (Server_B). Now, the Preferred network

Server_B when no directives are indicated on Server A

IP addresses

IPv4 IPv6

2001:0db8:0:1f0::1efc -—- Yes

10.80.73.147 Yes -

2001:0db8:0:11c::1efc - Yes
2001:0db8:0:11d::1efc - Yes
2001:0db8:0:11e::1efc - Yes

10.96.73.253 Yes -

properties are configured so that all IPv4 addresses are excluded from selection
consideration by NetBackup. All NetBackup traffic is to use only IPv6 addresses.

Figure 7-3 From Server_A's perspective: Available IP addresses on

Network interfaces

Server_B when directives to use IPv6 addresses only are
indicated on Server_A

IP addresses

IPv4 IPv6

2001:0db8:0:1f0::1efc - Yes
10.80.73.147 No
2001:0db8:0:11c::1efc - Yes
2001:0db8:0:11d::1efc - Yes
2001:0db8:0:11e::1efc - Yes

10.96.73.253 No -

The following topics describe various configurations:

See “Configurations to use IPv6 networks” on page 169.
See “Configurations to use IPv4 networks” on page 171.
See “Configuration to prohibit using a specified address” on page 174.

See “Configuration to prefer a specified address” on page 175.

See “Configuration that restricts NetBackup to one set of addresses” on page 176.
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= See “Configuration that limits the addresses, but allows any interfaces”
on page 177.

Configurations to use IPv6 networks

The following Preferred network configurations instruct NetBackup to use only
IPv6 addresses as targets in outbound calls for the currently selected hosts. The
configurations satisfy a topology where all backup traffic uses an IPv6 network and
other traffic uses other networks.

One configuration uses the Prohibited directive (Figure 7-4) and one configuration
uses the Match directive (Figure 7-5).

The more efficient method to specify one address family, (IPv6, in this case), is to
prohibit IPv4. The behavior of the Match directive is not as exclusive as Prohibited.
In this case, Match may not necessarily exclude other address families.

Figure 7-4 uses the Prohibited directive with a wildcard to indicate to NetBackup
to not consider using any IPv4 addresses. In this situation, NetBackup must use
an IPv6 address.

Note: The default configuration is for NetBackup to use only IPv4 addresses.

If you have not previously changed the Network settings > Use the IP address
family option to Both IPv4 and IPv6 or IPv6 only, creating a directive that prohibits
all IPv4 addresses renders the server mute.

See “Use the IP address family property” on page 160.

See “Network settings properties” on page 158.

Figure 7-4 Prohibit IPv4 addresses as targets

Add preferred network settings x

Target
0.0.00

Specified as

(0 Match (The above network is preferred fe
@ Prohibited (The above n

'j :' Only (Only target addresses

or communication)

‘ Cancel Add and add another
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Figure 7-5 uses the Match directive with a wildcard to indicate to NetBackup to
prefer IPv6 addresses. In this case, NetBackup tries to use an IPv6 address, but
may consider IPv4 addresses if necessary.

Figure 7-5 Match IPv6 addresses as targets
Add preferred network settings x
Target
0:0
Specified as
@) Match (The above network is preferred for communication)

C) Prohibited (The above network is d for communication)
(O Only (Only target addresses in the above netwark is used for communication)
Source

Cancel

Figure 7-6 shows another configuration that allows NetBackup to choose from
multiple IPv6 networks.

Given the multihomed example configuration, the directive indicates the following:

= Four IPv6 networks, from fec0:0:0: fe04 through fec0:0:0: fe07, are described
as targets.

For all addresses in these networks, a source binding address that is derived
from the IP addresses of host name host_fred is used.

See “How NetBackup uses the directives to determine which network to use”

on page 166.
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Indicating a range of IPv6 networks

Add preferred network settings

Target
fec0:0:0:fe04:/62

Source

host_fred|

Specified as

(:) Match (The above network is preferred for communication)

(:) Prohibited (The above n. for communication)

'@' Only (Only target addresses in the above network is used for communication)

x

Cancel

Configurations to use IPv4 networks

The following Preferred network configurations instruct NetBackup to use only
IPv4 addresses as targets in outbound calls for the currently selected hosts. The

configurations satisfy a topology where all backup traffic uses an IPv4 network and
other traffic uses other networks.

One configuration uses the Prohibited directive (Figure 7-7) and one configuration
uses the Match directive (Figure 7-8).

The more efficient method to specify one address family, (IPv4, in this case), is to
prohibit IPv6. The behavior of the Match directive is not as exclusive as Prohibited.
In this case, Match may not necessarily exclude other address families.

Figure 7-7 uses the Prohibited directive with a wildcard to indicate to NetBackup
to not consider using any IPv6 addresses. In this situation, NetBackup must use

an IPv4 address.
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Figure 7-7 Prohibit IPv6 addresses as targets
Add preferred network settings b 4
Target
00
Specified as

(O Match (The above network is preferred for communication)
@ Prohibited (The abave
":) Only (Only target addresses in the above network is used for communication)

ork is not used for communication)

Source

Cancel

Figure 7-8 uses the Match directive with a wildcard to indicate to NetBackup to
prefer IPv4 addresses. In this case, NetBackup tries to use an IPv4 address, but
may consider IPv6 addresses if necessary.

Figure 7-8 Match IPv4 addresses as targets
Add preferred network settings b 4
Target
0.0.0.0
Specified as

@l Match (The above network is preferred for communication)
() Prohibited (The above

() Only (Only target addresses in the above network is used for communication)

rk is not used for communication)

‘ Cancel ‘ Add and add another

Order of directive processing in the Preferred network properties

NetBackup sorts all directives into decreasing order by the Target subnet length
so that the more specific network specifications, such as complete host names or
IP addresses, match first. (For example, a Target with a /24 subnet is processed
before a Target with a /16 subnet.) In this way, NetBackup can honor host-specific
overrides.
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If multiple directives have the same length subnet, NetBackup looks at the order in
which the directives are listed.

Use the up or down arrows to the right of the list to change the order of the directives.

NetBackup processes each resolved destination address and each prospective
source address relative to the directives. Directives that contain addresses that do
not apply to either host are ignored.

bptestnetconn utility to display Preferred network information

The bptestnetconn utility is available to administrators to test and analyze host
connections. Use the preferred network option (--prefnet or -p) to display
information about the preferred network configuration, along with the forward lookup
information of a host on the server list.

For example, bptestnetconn -v6 -p -s -H host1 displays the directives in the
order in which NetBackup processes them, which may not be the order in which
they are configured.

m  The bptestnetconn command is described in the NetBackup Commands
Reference Guide.

= The following article contains best practices for using bptestnetconn command:

Figure 7-9 shows the bptestnetconn output when run on Server_A, for Server_B.
Thatis, bptestnetconn is run from Server_A's perspective. Based on the directives
configured on Server_A, for Server_B, bptestnetconn shows the available IP

addresses on Server_B. In this example, no directives are configured on Server_A.

Figure 7-9 bptestnetconn for Server_B with no directives listed

[root@Server A netbackup]# bptestnetconn -f --prefnet -H Server B

FL: Server B -> 10.81.73.147 : 11 ms SRC: ANY
FL: Server B -> 10.96.73.253 : 11 ms SRC: ANY
FL: Server B -> 2001:db8:0:11d::1lefc : 11 ms SRC: ANY
FL: Server B -> 2001:db8:0:1le::lefc : 11 ms SRC: ANY
FL: Server B -> 2001:d8b:0:1f0::1lefc : 11 ms SRC: ANY
FL: Server B -> 2001:db8:0:11c::lefc : 11 ms SRC: ANY
Total elesed time: 0 sec [ 1
Host for which lookup List of networks available to Any source is available to
is performed Server_B use for a connection

The following directive is added to the Preferred network properties on Server_A:

173


http://www.veritas.com/docs/DOC5332
http://www.veritas.com/docs/DOC5332

Managing host properties
Preferred network properties

Add preferred network settings x

Target
2001:0db8:0:1f0::/64

Specified as

(7) Match (The above network is preferred for communication)
Prohibited (The above f
@ Only (Only target addr

T communication)

k is used for communicatien)

Source

Cancel

In the configuration file the directive appears as follows:

PREFERRED NETWORK = 2001:0db8:0:11c::/62 ONLY

This directive provides NetBackup with the information to filter the addresses and
choose to communicate with only those that match the :11c, :11d, :11e, and :11f
networks. The addresses that do not match the Only directive are prohibited, as
shown in the bptestnetconn output.

Figure 7-10 shows the bptestnetconn output for Server_B, given this directive.

Figure 7-10 bptestnetconn for Server_B with directive

[root@Server A netbackup]# bptestnetconn -f --prefnet -H Server B

FL: Server B -> 10.81.73.147 : 11 ms TGT PROHIBITED

FL: Server B -> 10.96.73.253 : 11 ms TGT PROHIBITED

FL: Server B -> 2001:db8:0:11d::1lefc g 11 ms SRC: ANY

FL: Server B -> 2001:db8:0:1le::lefc g 11 ms SRC: ANY

FL: Server B -> 2001:d8b:0:1f0::1efc : 11 ms TGT PROHIBITED

FL: Server B -> 2001:db8:0:11c::lefc g 11 ms SRC: ANY

Total elapsed time: 0 sec [ 1
List of networks available to Directives make some targets
Server B unavailable to Server_B

Configuration to prohibit using a specified address

Figure 7-11 shows a configuration that prohibits NetBackup from using the specified
address, or in this case, addresses.
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Figure 7-11 Prohibited target example
Add preferred network settings b 4
Target

192.168.100.0/24

Specified as

C) Match (The above network is preferred for communication)

@ Prohibited (The above network is not used for communication)

':" Only (Only target addresses in the above network is used for communication)

Cancel

Configuration to prefer a specified address

Figure 7-12 shows a configuration that makes NetBackup prefer to use one range
of destination addresses over others that might be available.

Other available destination addresses will only be used if one of the following is
true:

= No destination address exists that is in this range, or
= A Match is specified for those addresses using a larger subnet mask, or

= A Match is specified for those addresses with a same length subnet mask and
the address is ordered above this directive.

A Prohibited directive can be used to prevent the use of an address within this
range. The Prohibited directive would need either a longer subnet mask, or a
subnet mask of equal length with the Prohibited directive ordered above the Match
directive. Additional Match directives may be used to indicate the additional backup
networks that are allowed.
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Figure 7-12 Match network selection with the source
Add preferred network settings b 4
Target

192.168.100.0/24

Specified as

Match (The above network is preferred for communicatien)
{ Prohibited (The above

(. ork is not used for communication)
(O only (Only target addr

the above network is used for communication)

Cancel

Configuration that restricts NetBackup to one set of addresses

Figure 7-13 configures NetBackup to use only the specified range of destination
addresses, and the allowed source addresses must also be in the same range. The
only exception is if other directives with larger subnets are present, or with
equal-length subnets but ordered above this one.

Figure 7-13 Only network selection with the same source binding address
Add preferred network settings x
Target

192.168.100.0/24

Specified as

() Match (The above network is preferred for communication)
_) Prohibited (The ab:
@j Only (Only target addres

ork is not used for communication)
the above network is used for communication)

Source

192.168.100.0/24

Cancel

A host with the Only directive configured considers only those target addresses in
the 192.168.100.0 subnet. Additionally, source binding to the local interface must
be done on the 192.168.100.0 subnet.




Managing host properties
Properties setting in host properties

Configuration that limits the addresses, but allows any interfaces

Figure 7-14 shows a configuration that allows only the addresses that start with the

specified prefix to be considered. No source binding is specified, so any interface
may be used.

Figure 7-14 Limiting the addresses, without any source binding
Add preferred network settings x
Target
fech:0:1:/48
Specified as

(:;l Match (The above network is preferred for communicatien)
"::' Prohibited {The above ne
@ Only (Only target addres

ork is not used for communication)

n the above network is used for communication)

Cancel

Properties setting in host properties

To access this setting, in the web Ul select Hosts > Host properties. Select the

server or client. If necessary click Connect, then click Edit primary server, Edit
media server, or Edit client. Click Properties.

The host property Properties includes the following information about the selected

host.

Table 7-45 Properties information for a host

Property name Description

Host The NetBackup client name of the host.

Operating system The operating system and OS version on which the
host is installed.

OS type The type of OS.

Host type The type of host: Primary server, media server, or
client.

IP address The IP address of the host.
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RHV access hosts properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
RHV access hosts.

You can also configure these settings in the web Ul from Workloads > RHV. Then
select RHV settings > Access hosts.

Use the RHV access hosts properties to add or remove RHV backup hosts. These
properties apply to the currently selected primary server .

For more information, see the NetBackup Web Ul Red Hat Virtualization
Administrator’s Guide.

Resilient network properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server or client. If necessary click Connect, then click Edit primary server, Edit
media server, or Edit client. Click Resilient network.

For media servers and clients, the Resilient network properties are read only.
When a job runs, the primary server updates the media server and the client with
the current properties.

The Resilient network properties let you configure NetBackup to use resilient
network connections for backups and restores. A resilient connection allows backup
and restore traffic between a client and a NetBackup media server to function
effectively in high-latency, low-bandwidth networks such as WANSs. The data travels
across a wide area network (WAN) to media servers in a central datacenter.

NetBackup monitors the socket connections between the remote client and the
NetBackup media server. If possible, NetBackup re-establishes dropped connections
and resynchronizes the data stream. NetBackup also overcomes latency issues to
maintain an unbroken data stream. A resilient connection can survive network
interruptions of up to 80 seconds. A resilient connection may survive interruptions
longer than 80 seconds.

The NetBackup Remote Network Transport Service manages the connection
between the computers. The Remote Network Transport Service runs on the primary
server, the client, and the media server that processes the backup or restore job.
If the connection is interrupted or fails, the services attempt to re-establish a
connection and synchronize the data.

NetBackup protects only the network socket connections that the NetBackup Remote
Network Transport Service (nbrntd) creates. Examples of the connections that are
not supported are:
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= Clients that back up their own data (deduplication clients and SAN clients)
= Granular Recovery Technology (GRT) for Exchange Server or SharePoint Server
= NetBackup nbfsd process.

NetBackup protects connections only after they are established. If NetBackup cannot
create a connection because of network problems, there is nothing to protect.

Resilient connections apply between clients and NetBackup media servers, which
includes primary servers when they function as media servers. Resilient connections
do not apply to primary servers or media servers if they function as clients and back
up data to a media server.

Resilient connections can apply to all of the clients or to a subset of clients.

Note: If a client is in a subdomain that is different from the server subdomain, add
the fully qualified domain name of the server to the client’s hosts file. For example,
india.veritas.org is a different subdomain than china.veritas.org.

When a backup or restore job for a client starts, NetBackup searches the Resilient
network list from top to bottom looking for the client. If NetBackup finds the client,
NetBackup updates the resilient network setting of the client and the media server
that runs the job. NetBackup then uses a resilient connection.

Table 7-46 Resilient network properties
Property Description
FQDN or IP address The full qualified domain name or IP address of the host. The

address can also be a range of IP addresses so you can
configure more than one client at once. You can mix IPv4
addresses and ranges with IPv6 addresses and subnets.

If you specify the host by name, it is recommended that you
use the fully qualified domain name.

Use the arrow buttons on the right side of the pane to move
up or move down an item in the list of resilient networks.

Resiliency Resiliency is either On or Off.
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Note: The order is significant for the items in the list of resilient networks. If a client
is in the list more than once, the first match determines its resilient connection
status. For example, suppose you add a client and specify the client IP address
and specify On for Resiliency. Suppose also that you add a range of IP addresses
as Off, and the client IP address is within that range. If the client IP address appears
before the address range, the client connection is resilient. Conversely, if the IP
range appears first, the client connection is not resilient.

Other NetBackup properties control the order in which NetBackup uses network
addresses.

The NetBackup resilient connections use the SOCKS protocol version 5.

Resilient connection traffic is not encrypted. It is recommended that you encrypt
your backups. For deduplication backups, use the deduplication-based encryption.
For other backups, use policy-based encryption.

Resilient connections apply to backup connections. Therefore, no additional network
ports or firewall ports must be opened.

Note: If multiple backup streams run concurrently, the Remote Network Transport
Service writes a large amount of information to the log files. In such a scenario, it
is recommended that you set the logging level for the Remote Network Transport
Service to 2 or less. Instructions to configure unified logs are in a different guide.

View the resiliency status of a client

You can view the resiliency status of a client on the Clients tab of a policy or in the
host properties for a client.

To view the resiliency status of a client in a policy

1 Inthe NetBackup web Ul, open a policy.

2 Select the Clients tab.

3 The Resiliency column shows the status for each client in the policy.
To view the resiliency status of a client in host properties

1 Inthe NetBackup web Ul, select Host > Host properties.

2 Select the client. If necessary, click Connect, then click Edit client.
3 Select Resilient network.

The Resiliency column shows the status for the client.
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About Resilient jobs

The Resilient jobs feature lets the media server's job processes continue to run
during a service disruption with the primary server. Backup metadata is cached to
a user-defined location while the primary server processes are disrupted. Once the
primary server re-establishes connections to the active media server processes,
the cached data is transferred, and the backup proceeds.

To determine if a job is resilient, search the job details for the text, "job is resilient".
If this text is present, the job is resilient.

The Resilient jobs feature is enabled by default. This feature is only available for
some policy types. Please review the current requirements and limitations:

The resiliency feature is either enabled or disabled. Backup jobs run as resilient
jobs only when resiliency is enabled.

Resilient jobs are only supported for Windows and Standard policy types.
Backups cannot be multiplexed.

Backups cannot have parent and child hierarchy. Use the Activity monitor to
show parent and child relationship.

Resilient jobs support the failure of the primary server. If the media server fails
for any reason, the resilient jobs feature is not supported.

Note: If the primary server is also either the media server or the client, and it
fails, the job is not resilient.

If the client fails for any reason, the resilient job feature is not supported.
The media server must be at NetBackup version 10.1.1 or later.
Multistreamed backup jobs are not supported.

Fiber Transport Media Server (FTMS) environments are not supported.

Resilient connection resource usage

Resilient connections consume more resources than regular connections, as follows:

More socket connections are required per data stream. Three socket connections
are required to accommodate the Remote Network Transport Service that runs
on both the media server and the client. Only one socket connection is required
for a non-resilient connection.
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More sockets are open on media servers and clients. Three open sockets are
required rather than one for a non-resilient connection. The increased number
of open sockets may cause issues on busy media servers.

More processes run on media servers and clients. Usually, only one more
process per host runs even if multiple connections exist.

The processing that is required to maintain a resilient connection may reduce
performance slightly.

Specify resilient connections for clients

Use the following procedure to specify resilient connections for NetBackup clients.

See “Resilient network properties” on page 178.

Alternatively, you can use the resilient clients script to specify resilient
connections for clients:

Windows: install path\NetBackup\bin\admincmd\resilient clients

UNIX: /usr/openv/netbackup/bin/admincmd/resilient clients

To specify resilient connections

1
2
3

Open the NetBackup web UL.
On the left, click Hosts > Host properties.

Select the primary server. If necessary, click Connect. Then click Edit primary
server.

Click Resilient network.

You can perform the following actions:

Add a To add a host or IP address setting
setting 1 Click Add.
2  Enter a client host name or an IP address.

If you specify the client host by name, it is recommended that you
use the fully qualified domain name.

Ensure that the On option is selected.
Click Add and add another.

Repeat until you have added each setting.

o g~ W

When you finish adding network settings, click Add.
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Edit a To edit a host or IP address setting

setting 1 Locate the client host name or the IP address.
2 Click Actions > Edit.
3  Select the desired Resiliency setting.
4  Click Save.

Delete a Delete a host or IP address setting

setting 1  Locate the client host name or the IP address.
2  Click Actions > Delete.

Up arrow, Change the order of items

Down arrow 1  Select the client host name or the IP address.
2  Click the Up or Down button.

The order of the items in the list is significant.

See “Resilient network properties” on page 178.

The settings are propagated to the affected hosts through normal NetBackup
inter-host communication, which can take up to 15 minutes.

6 If you want to begin a backup immediately, restart the NetBackup services on
the primary server.

Resource limit properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click

Resource limits.

The Resource limits properties control the number of simultaneous backups that
can be performed on a particular resource type. These settings apply to all policies
for the currently selected primary server.

Note: The Resource limit properties apply only to policies that use automatic
selection of virtual machines (the policy's Query Builder). If you select virtual
machines manually, the Resource limit properties have no effect.

See the respective guide for the workload or agent for details on the available
resource limit properties.
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Restore failover properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Restore failover.

The Restore failover properties control how NetBackup performs automatic failover
to a NetBackup media server. A failover server may be necessary if the regular
media server is temporarily inaccessible to perform a restore operation. The
automatic failover does not require administrator intervention. By default, NetBackup
does not perform an automatic failover. These properties apply to currently selected
primary servers.

The Restore failover host properties contain the following settings.

Table 7-47
Property Description
Media server Displays the NetBackup media servers that have failover protection for

restores.

Failover restore | Displays the servers that provide the failover protection. NetBackup
servers searches from top to bottom in the column until it finds another server
that can perform the restore.

A NetBackup media server can appear only once in the Media server column but
can be a failover server for multiple other media servers. The protected server and
the failover server must both be in the same primary and media server cluster.

The following situations describe examples of when to use the restore failover
capability:

= Two or more media servers share a robot and each has connected drives. When
a restore is requested, one of the servers is temporarily inaccessible.

= Two or more media servers have standalone drives of the same type. When a
restore is requested, one of the servers is temporarily inaccessible.

In these instances, inaccessible means that the connection between bprd on the
primary server and bptm on the media server (through bpcd) fails.

Possible reasons for the failure are as follows:
s The media server is down.

= The media server is up but bpcd does not respond. (For example, if the
connection is refused or access is denied.)
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= The media server is up and bpcd is running, but bptm has problems. (For
example, bptm cannot find the required tape.)

Assigning an alternate media server as a failover restore server

You can assign another media server to act as a failover restore server for your
media server. If your media server is unavailable during a restore, the failover
restore server takes its place.

To assign an alternate media server as a failover restore server
In the NetBackup web Ul click Hosts > Host properties.
Select the primary server.

If necessary, click Connect. Then click Edit primary server.
Click Restore failover.

Click Add.

In the Media server field, specify the media server for failover protection.

N o g bR~ WON -

In the Failover restore servers field, specify the media servers to try if the
server that is designated in the Media server field is unavailable. Separate
the names of multiple servers with a single space.

8 Click Add.
9 Click Save.

Before the change takes effect, you must stop and restart the NetBackup Request
Daemon on the primary server where the configuration was changed.

Retention periods properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Retention periods.

Use the Retention periods properties to define a duration for each retention level.
You can select from 0-100 retention levels.

In a policy, the retention period determines how long NetBackup retains the backups
or the archives that are created according to the schedule. These properties apply
to selected primary servers.

By default, NetBackup stores each backup on a volume that already contains
backups at the same retention level. However, NetBackup does not check the
retention period that is defined for that level. When the retention period for a level
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is redefined, some backups that share the same volume may have different retention
periods.

For example, if the retention level 3 is changed from one month to 6 months,
NetBackup stores future level 3 backups on the same volumes. That s, the backups
are placed on the volumes with the level 3 backups that have a retention period of
one month.

No problem exists if the new and the old retention periods are of similar values.
However, before a major change is made to a retention period, suspend the volumes
that were previously used for that retention level.

Note: If a backup or a duplicate job is configured with a retention level greater than
25 and a policy has a storage unit that is managed by a pre-NetBackup 8.0 media
server, the backup jobs that are associated with the policy fail with the following
error message:

Retention level <number> is not valid.

As a workaround, you can either upgrade the media server to NetBackup 8.0 or
later or set the retention level between 0 and 25 in the policy. Note that the retention
period for level 25 is always set to expire immediately and this value cannot be
changed.

Note: For a manual import, if a primary or a media server that runs an earlier version
than NetBackup 8.0 imports a backup image that was created on a NetBackup 8.0
primary server and configured with a retention level greater than 24, the import job
resets the retention level to 9 (infinite). As a workaround, you can import such

backup images from a primary or a media server that runs NetBackup 8.0 or later.

See “Determining retention periods for volumes” on page 188.

The Retention periods host properties contain the following settings.

Table 7-48 Retention periods page properties

Property

Description

Retention level

The retention level number (0 through 100).
Value

Assigns a number to the retention level setting.
Units

Specifies the units of time for the retention period. The list includes hours as the smallest
unit of granularity and the special units, Infinite, and Expires immediately.
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Table 7-48 Retention periods page properties (continued)

Property

Description

Retention period

A list of the current definitions for the possible levels of retention. By default, levels 9
through 100 (except level 25) are set to infinite. Retention level 9 cannot be changed
and the retention period is always set to infinite. Retention level 25 also cannot be
changed and the retention period is always set to expire immediately.

See “Retention Periods with end dates beyond 2038, excluding Infinity” on page 188.

With the default, there is no difference between a retention level of 12 and a retention
level of 20, for example.

If the retention period is changed for a level, it affects all schedules that use that level.

The Changes pending column uses an asterisk (*) to indicate that the period has been
changed and not applied. NetBackup does not change the actual configuration until
the administrator accepts or applies the changes.

Schedule count

Lists the number of schedules that use the currently selected retention level.

Changes pending

This column displays an asterisk (*) to indicate that the period has been changed and
not applied. NetBackup does not change the actual configuration until the administrator
accepts or applies the changes.

Schedules using this
retention level

Displays a list of the current policy names and schedule names that use the retention
level.

Impact report

Displays a summary of how changes affect existing schedules. The list displays all
schedules in which the retention period is shorter than the frequency period.

Changing a retention period

Use the following procedure to change a retention period.

To change a retention period

A WO D

On the left, select Hosts > Host properties.
Select the primary server.
If necessary, click Connect. Then click Actions > Edit primary server.

Click Retention periods.
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5 Locate the retention level to change and click Edit.

By default, levels 9 through 100 (except level 25) are set to infinite. If the levels
are left at the default, there is no difference between a retention level of 12 and
a retention level of 20. Level 9 cannot be changed and the retention period is
always set to infinite. Retention level 25 also cannot be changed and the
retention period is always set to expires immediately.

See “Retention Periods with end dates beyond 2038, excluding Infinity”
on page 188.

The dialog box displays the names of all schedules that use the selected
retention level as well as the policy to which each schedule belongs.

Type the new retention period in the Value box.

From the Units drop-down list, select a unit of measure (days, weeks, months,
years, infinite, or expires immediately).

After you change the value or unit of measure, an asterisk (*) appears in the
Changes pending column to indicate that the period was changed. NetBackup
does not change the actual configuration until the administrator accepts or
applies the changes.

8 Click Impact report.

The policy impact list displays the policies and the schedule names where the
new retention period is less than the frequency period. To prevent a potential
gap in backup coverage, redefine the retention period for the schedules or
change the retention or frequency for the schedule.

Determining retention periods for volumes
Use the following procedure to determine retention periods for volumes.
To determine retention periods for volumes
1 Open the NetBackup web UI.
2 On the left, click Storage > Tape storage.

3 Click the Volumes tab. Find the volume in the list and examine the value in
the Retention period column.

To see all volumes that have the same retention period, click the Retention period
column header to sort the volumes by retention period.

Retention Periods with end dates beyond 2038, excluding Infinity

For NetBackup versions before 9.0, there is a retention period limitation. Due to
UNIX epoch time and the year 2038 problem, any expiration time that exceeds
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January 19, 2038 is automatically set to expire on January 19, 2038. The images
with such expiration times will expire in January 19, 2038 regardless of what the
original intent of the retention levels was.

This issue does not apply to retention levels for which the retention period is set to
Infinity. NetBackup never expires media with a retention set to Infinity unless
instructed to do so by the NetBackup administrator.

Starting with NetBackup version 9.0, retention periods that extend beyond the year
2038 are supported. This retention period support is applicable not only to images
but tape media as well.

Some backup images that are created with earlier versions may have expiration
dates of January 19, 2038 after upgrade. You can correct the date issue with any
of the images during upgrade or the records with end dates of January 19, 2038.

To correct the retention periods of infinity during upgrade, refer to the following
article:

https://www.veritas.com/content/support/en_US/article.100048600

To correct the records with end dates of January 19, 2038, refer to the following
article:

https://www.veritas.com/content/support/en_US/article.100048744

Scalable Storage properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
media server. If necessary click Connect, then click Edit media server. Click
Scalable storage.

The Scalable Storage properties contain information about encryption, metering,
bandwidth throttling, and network connections between the NetBackup hosts and
your cloud storage provider. These properties appear only if the host is supported
for cloud storage. See the NetBackup Enterprise Server and Server - Hardware
and Cloud Storage Compatibility List for your release available through the following
URL:

http://www.netbackup.com/compatibility
The Scalable storage properties apply to currently selected media server .

The Scalable storage host properties contain the following settings.
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Table 7-49 Scalable storage host properties

Property

Description

Key Management Server
(KMS) name

If you configured a key management service (KMS) server, the name of the primary
server that sends the request to the KMS server is displayed here.

Metering interval

Determines how often NetBackup gathers connection information for reporting purposes.
The value is set in seconds. The default setting is 300 seconds (5 minutes). If this value
is set to zero, metering is disabled.

Total available bandwidth

Use this value to specify the speed of your connection to the cloud. The value is
specified in kilobytes per second. The default value is 102400 KB/sec.

Sampling interval

The time, in seconds, between measurements of bandwidth usage. The larger this
value, the less often NetBackup checks to determine the bandwidth in use.

If this value is zero, throttling is disabled.

Advanced settings

Expand Advanced settings to configure additional settings for throttling.
See “Configuring advanced bandwidth throttling settings” on page 190.
See “Advanced bandwidth throttling settings” on page 191.

Maximum concurrent jobs

The default maximum number of concurrent jobs that the media server can run for the
cloud storage server.

This value applies to the media server, not to the cloud storage server. If you have
more than one media server that can connect to the cloud storage server, each media
server can have a different value. Therefore, to determine the total number of
connections to the cloud storage server, add the values from each media server.

If you configure NetBackup to allow more jobs than the number of connections,
NetBackup fails any jobs that start after the number of maximum connections is reached.
Jobs include both backup and restore jobs.

You can configure job limits per backup policy and per storage unit.

Note: NetBackup must account for many factors when it starts jobs: the number of
concurrent jobs, the number of connections per media server, the number of media
servers, and the job load-balancing logic. Therefore, NetBackup may not fail jobs
exactly at the maximum number of connections. NetBackup may fail a job when the
connection number is slightly less than the maximum, exactly the maximum, or slightly
more than the maximum.

A value of 100 is generally not needed.

Configuring advanced bandwidth throttling settings

Advanced bandwidth throttling settings let you control various aspects of the
connection between the NetBackup hosts and your cloud storage provider.
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See “Scalable Storage properties” on page 189.

To configure advanced bandwidth throttling settings
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Open the NetBackup web Ul.

On the left, click Hosts > Host properties.

Select the media server.

If necessary, click Connect. Then click Edit media server.
Click Scalable storage.

Expand Advanced settings.

Configure the settings and then click Save.

See “Advanced bandwidth throttling settings” on page 191.

Advanced bandwidth throttling settings

The following table describes the advanced bandwidth throttling settings.

Table 7-50

Advanced throttling configuration settings

Property

Description

Read bandwidth

Use this field to specify the percentage of total bandwidth that read
operations can use. Specify a value between 0 and 100. If you
enter an incorrect value, an error is generated.

If there is insufficient bandwidth to transmit the specified amount
of data within a few minutes, restore or replication failures may
occur due to time-outs.

Consider the total load of simultaneous jobs on multiple media
servers when you calculate the required bandwidth.

Default value: 100

Possible values: 0 to 100
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Advanced throttling configuration settings (continued)

Property

Description

Write bandwidth

Use this field to specify the percentage of total bandwidth that write
operations can use. Specify a value between 0 and 100. If you
enter an incorrect value, an error is generated.

If there is insufficient bandwidth to transmit the specified amount
of data within a few minutes, backup failures may occur due to
time-outs.

Consider the total load of simultaneous jobs on multiple media
servers when you calculate the required bandwidth.

Default value: 100

Possible values: 0 to 100

Work time

Use this field to specify the time interval that is considered work
time for the cloud connection.

Specify a start time and end time.

Indicate how much bandwidth the cloud connection can use in the
Allocated bandwidth field. This value determines how much of
the available bandwidth is used for cloud operations in this time
window. The value is expressed as a percentage or in kilobytes
per second.

Off time

Use this field to specify the time interval that is considered off time
for the cloud connection.

Specify a start time and end time.

Indicate how much bandwidth the cloud connection can use in the
Allocated bandwidth field. This value determines how much of
the available bandwidth is used for cloud operations in this time
window. The value is expressed as a percentage or in kilobytes
per second.

Weekend

Specify the start and stop time for the weekend.

Indicate how much bandwidth the cloud connection can use in the
Allocated bandwidth field. This value determines how much of
the available bandwidth is used for cloud operations in this time
window. The value is expressed as a percentage or in kilobytes
per second.

Read Bandwidth
(KB/s)

This field displays how much of the available bandwidth the cloud
storage server transmits to a NetBackup media server during each
restore job. The value is expressed in kilobytes per second.
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Table 7-50 Advanced throttling configuration settings (continued)
Property Description
Write Bandwidth This field displays how much of the available bandwidth the
(KB/s) NetBackup media server transmits to the cloud storage server
during backup jobs. The value is expressed in kilobytes per second.

Servers properties

To access this setting, in the NetBackup web Ul select Hosts > Host properties.
Select the server or client. If necessary click Connect, then click Edit primary
server, Edit media server, or Edit client. Click Servers.

The Servers properties display the NetBackup server lists on the selected primary
server, media server, or client. The server lists display the NetBackup servers that
the host recognizes.

The Primary server field contains the name of the primary server for the selected
host. (The name of the selected host appears in the title bar.)

The Servers page contains the following settings.

Table 7-51 Servers properties

Tab

Description

Additional servers tab

This tab lists the additional servers that can access the server that is specified as Primary
server.

During installation, NetBackup sets the primary server to the name of the system where
the server software is installed. NetBackup uses the primary server value to validate
server access to the client. The primary server value is also used to determine which
server the client must connect to so that files can be listed and restored.

Note: For a Fibre Transport (FT) media server that has multiple network interfaces for
VLANSs: Ensure that the FT server’s primary host name appears before any other interface
names for that FT media server host.

For more information, see the NetBackup SAN Client and Fibre Transport Guide.

Media servers tab

This tab lists the hosts that are media servers only. Hosts that are listed as media servers
can back up and restore clients, but have limited administrative privileges.

If you add a to both the Media servers tab and the Additional servers tab, this action
may introduce unintended consequences. A computer that is defined as both a primary
server and a media server gives the administrator of the media server full primary server
privileges. You may inadvertently give the media server administrator more privileges
than intended.
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Table 7-51 Servers properties (continued)

Tab

Description

Trusted primary servers
tab

Use this tab to add the remote primary servers that you trust using NetBackup CA-signed
certificates and to view the primary servers that are already trusted.

See “Add a trusted primary server” on page 446.

Note: If either the source or remote primary server is clustered, you must enable
inter-node communication on all of the nodes in the cluster. Do so before you add the
trusted primary server.

See “Enable inter-node authentication for a NetBackup clustered primary server”
on page 195.

If your user account is configured for multifactor authentication on the target host, append
the one-time password to the password.

Add a server to a servers list

Depending on the tab that is selected, you can add a primary server, media server,
or client to the server list in the Additional servers tab or the Media servers tab.

To add a server to a servers list

1

A WO DN
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Open the NetBackup web UlI.
On the left, click Hosts > Host properties.
Select the host.

If necessary, click Connect. Then click Edit primary server, Edit media
server, or Edit client.

Click Servers.

Select the tab that contains the server list that you want to modify.
Click Add.

Enter the name of the new server.

Click Add.

Note: If you add a media server, run nbemmcmd -addhost to add the media server
to the Enterprise Media Manager (EMM) in the NetBackup database of the primary

server.
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Remove a server from a servers list

You can remove a primary server or a media server from the Additional servers
list or the Media servers list.

To remove a server from a servers list

Open the NetBackup web Ul.

2 On the left, click Hosts > Host properties.

3 Select the host.

4 If necessary, click Connect. Then click Edit primary server, Edit media
server, or Edit client.

5 Click Servers.

6 Click the Additional servers tab or the Media servers tab.

7 Locate a server in the list.

8 Click Actions > Delete.

Enable inter-node authentication for a NetBackup clustered primary

server

NetBackup requires inter-node authentication among the primary servers in a cluster.
For authentication, you must provision an authentication certificate on all of the
nodes of the cluster. The certificates are used to establish SSL connections between
the NetBackup hosts.

See “Add a trusted primary server” on page 446.

The inter-node authentication allows the following NetBackup functionality:

NetBackup web Ul The NetBackup web Ul in primary server clusters requires
the NetBackup authentication certificates for correct
functionality.

Targeted A.L.R. (Auto Image Auto Image Replication in which a primary server is in a

Replication) cluster requires inter-node authentication among the hosts
in that cluster. The NetBackup authentication certificates
provide the means to establish the proper trust relationships.

Provision the certificates on the cluster hosts before you add
the trusted primary server. This requirement applies
regardless of whether the clustered primaryed server is the
source of the replication operation or the target.
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To enable inter-node authentication for a NetBackup clustered primary server

¢ On the active node of the NetBackup primary server cluster, run the following
NetBackup command:

» Windows: install path\NetBackup\bin\admincmd\bpnbaz -setupat
s UNIX: /usr/openv/netbackup/bin/admincmd/bpnbaz -setupat
NetBackup creates the certificates on every node in the primary server cluster.

The following is example output:

# bpnbaz -setupat

You will have to restart Netbackup services on this machine after
the command completes successfully.

Do you want to continue(y/n)y

Gathering configuration information.

Please be patient as we wait for 10 sec for the security services
to start their operation.

Generating identity for host 'bitl.remote.example.com'

Setting up security on target host: bitl.remote.example.com
nbatd is successfully configured on Netbackup Primary Server.

Operation completed successfully.

About the certificate to use to add a trusted primary server

A source or a target primary server may use NetBackup CA-signed certificates
(host ID-based certificates) or external CA-signed certificates.

For more information on NetBackup host ID-based certificates and external CA
support, refer to the NetBackup Security and Encryption Guide.

To establish trust between source and target primary servers, NetBackup verifies

the following:
Can the source If the external CA configuration options - ECA_CERT PATH,
primary server ECA PRIVATE KEY PATH,and ECA TRUST STORE PATH - are
establish trust using defined in the NetBackup configuration file of the source primary server,
an external it can establish the trust using an external certificate.
CA-signed

. .g In the case of the Windows certificate trust store, only the option
certificate?

ECA CERT PATH is defined.
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Which certificate
authorities (CA)
does the target
primary server
support?

The target primary server may support external CA, NetBackup CA,
or both.

See “Certificate authority for secure communication” on page 438.

The following table lists the CA support scenarios and the certificate to use to
establish trust between the source and the target primary servers.

Table 7-52 Certificate to use for the trust setup

Can the primary
server use an

Which CA does the
target primary server

Certificate to use for the trust setup

external use?
certificate?
Yes External CA External CA

The source primary
server can use the
NetBackup CA and an
external CA for
communication with a
remote primary server.

NetBackup CA NetBackup CA

External CA and
NetBackup CA

NetBackup prompts to select the CA that you want to use for trust
setup.

No

The source primary
server can only use
the NetBackup CA for
communication with a
remote primary server.

External CA No trust is established.

NetBackup CA NetBackup CA

External CA and
NetBackup CA

NetBackup CA

Changing the primary server that performs backups and restores for

a client

Use the Make primary option to change the primary server that performs backups

and restores for a client. This option does not change a host into a primary server.

Note: The client can also change their primary server in the Backup, Archive, and

Restore interface by selecting Actions > Specify NetBackup Machines and

Policy Type. In this dialog, select the primary server to use for backups and restores.

This option is useful in a disaster recovery situation or in a NetBackup environment

where Auto Image Replication is configured. For example, select a client in the
source domain, then use the Make primary option to temporarily point the client

197



Managing host properties | 198
SharePoint properties

to the primary server of the target domain. After you change the primary server,
restores from the target domain can be initiated.

To change the primary server that a client uses for backups and restores
Open the NetBackup web Ul.

On the left, click Hosts > Host properties.

Select the client.

If necessary, click Connect. Then click Edit client.

Click Servers.

On the Additional servers tab, locate the server.
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Click Actions > Make primary.

In the configuration file, the new primary server appears as the first server entry
in the list.

Changing the primary server does not prevent the former primary server from
initiating backups for the client. As long as that server continues to be listed
on the client’s server list, the primary server can perform backups.

SharePoint properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
Windows client. If necessary click Connect, then click Edit client. Click SharePoint.

The SharePoint properties protect SharePoint Server installations and apply to the
currently selected Windows client.

For complete information on these options, see the NetBackup for Microsoft
SharePoint Server Administrator’s Guide.

The SharePoint host properties contain the following settings.

Table 7-53 SharePoint host properties
Property Description
Domain\Username Specifies the domain and the user name for the account you

want to use to log on to SharePoint (DOMAIN\user name).

Note: In 10.0 and later, credentials are stored in the
Credential Management System (CMS).

Password Specifies the password for the account.
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Table 7-53 SharePoint host properties (continued)

Property

Description

Consistency check before
backup

Specifies the consistency checks to perform on the SQL
Server databases before NetBackup begins a backup
operation. These checks are performed for both
server-directed and user-directed backups.

If you choose to perform a consistency check, you can select
Continue with backup if consistency check fails.
NetBackup then continues to perform the backup if the
consistency check fails.

SharePoint granular restore
proxy host

For any VMware backups that protect Federated SharePoint
configurations, provide the name of the back-end SQL server.
This server acts as the granular restore proxy host for the
catalog hosts (front-end servers in the farm).

Consistency check options for SharePoint Server

The following consistency checks can be performed before a SharePoint Server

backup.
Table 7-54 Consistency check options
Option Description
None Do not perform consistency checking.
Full check, excluding Select this option to exclude indexes from the consistency check. If indexes are not
indexes checked, the consistency check runs significantly faster but is not as thorough. Only

the data pages and clustered index pages for each user table are included in the
consistency check. The consistency of the non-clustered index pages is not checked.

Full check, including Include indexes in the consistency check. Any errors are logged.

indexes

SLP settings properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
SLP settings. You can also configure the SLP settings from Storage > Storage
lifecycle policies > SLP settings.
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The SLP settings properties allow administrators to customize how storage lifecycle
policies (SLPs) are maintained and how SLP jobs run. These properties apply to
the SLPs of the currently selected primary server.

Table 7-55 describes the available properties for SLPs. It also lists the syntax to
use with the command-line method.

Use the list in the Units column to change the units of measurement for the size

or the time.
Table 7-55 SLP settings
Property Description
Minimum size per duplication job The smallest batch size that can run as a single duplication job. The job does

not run until enough images accumulate to reach this minimum batch size
or until the Force interval for small jobs time is reached. Minimum: 1
kilobyte; no maximum size. Default: 8 gigabytes.

Configuration option default: SLP.MIN SIZE PER DUPLICATION JOB =
8 GB

N

Maximum size per duplication job The largest batch size that can run as a single duplication job. Minimum:
kilobyte; no maximum size. Default: 100 gigabytes.

Configuration entry default: SLP.MAX SIZE PER DUPLICATION JOB
100 GB

Maximum size per A.L.R. replication | The largest batch size that can run as a single job for Auto Image Replication.
job Minimum: 1 kilobyte; no maximum size. Default: 100 gigabytes.

Configuration entry default:
SLP.MAX SIZE PER BACKUP REPLICATION JOB = 100 GB

Maximum images per snapshot The largest number of images in a single batch that can run as a single job.
replication job Default: 50 images, with no minimum number or maximum number.

Use this parameter with the Limit 1/O streams disk pool option which limits
the number of jobs that can run concurrently to each volume in the disk pool.

Configuration entry default:
SLP.MAX IMAGES PER SNAPSHOT REPLICATION JOB = 50

Minimum images per A.L.R. Import job | The fewest number of images in a single batch that can run as an Auto Image
Replication import job. The job does not run until either the minimum size is
reached or the Force interval for small jobs time is reached. Minimum: 1
image; no maximum number of images. Default: 1 image.

Configuration entry default: SLP.MIN IMAGES PER IMPORT JOB = 1
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SLP settings (continued)

Property

Description

Maximum images per A.l.R. Import
job

The largest number of images in a single batch that can run as an Auto
Image Replication import job. Minimum: 1 job; no maximum number of
images. Default: 250 images.

Configuration entry default: SLP.MAX IMAGES PER_IMPORT JOB = 250

Force interval for small jobs

The age that the oldest image in a batch must reach after which the batch
is submitted as a duplication job. This value prevents many small duplication
jobs from running at one time or running too frequently. It also prevents
NetBackup from waiting too long before it submits a small job. Default: 30
minutes, with no minimum number or maximum number.

Configuration entry default:
SLP.MAX TIME TIL FORCE SMALL DUPLICATION JOB = 30 MINUTES

Job submission interval

Indicates the frequency of the job submission for all operations. No minimum
interval or maximum interval. Default: 5 minutes.

By default, all jobs are processed before more jobs are submitted. Increase
this interval to allow NetBackup to submit more jobs before all jobs are
processed. Set the interval when the list of available images is scanned for
those that can be batched together and jobs submitted. A shorter interval
allows for a better response to changing system workloads at the cost of
increased processing.

Configuration entry default: SLP.JOB_SUBMISSION INTERVAL = 5
MINUTES

Image processing interval

The number of minutes between image-processing sessions. Set the interval
when newly created images are recognized and set up for SLP processing.
Default: 5 minutes.

Configuration entry default: SLP. IMAGE PROCESSING INTERVAL = 5
MINUTES

Cleanup interval

The time between when a job finishes and before NetBackup removes the
job artifacts for the completed job. No minimum interval or maximum interval.
Default: 24 hours.

Configuration entry default: SLP.CLEANUP SESSION INTERVAL = 24
HOURS
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SLP settings (continued)

Property

Description

Extended image retry interval

The amount of time to wait before an unsuccessful operation is added to the
first job that runs after the delay. (This behavior applies to all SLP jobs.) The
extra time gives the administrator additional time to solve a problem that
prevents job completion. No minimum interval or maximum interval. Default:
2 hours.

Configuration entry default: SLP. IMAGE EXTENDED RETRY PERIOD = 2
HOURS

Unused SLP definition version
cleanup delay

Concerns the deletion of SLP versions where a more recent version exists.
The setting controls how long a version must be inactive before NetBackup
deletes it. Default: 14 days.

Configuration entry default: SLP. VERSION CLEANUP DELAY = 14 DAYS

Tape resource multiplier

Limits the number of concurrently active duplication jobs that can access a
single tape media storage unit to xx times the number of available drives.
Allows tuning to avoid overloading the Resource Broker, yet makes sure that
the devices are not idle. No minimum multiplier or maximum multiplier.
Default: 2 (multiply access to the write drives by two).

Configuration entry default: SLP. TAPE RESOURCE MULTIPLIER = 2

Disk resource multiplier

Limits the number of concurrently active duplication jobs that can access a
single disk storage unit to xx times the number of available drives. Allows
tuning to avoid overloading the Resource Broker, yet makes sure that the
devices are not idle. No minimum multiplier or maximum multiplier. Default:
2 (multiply access to the write drives by two).

Configuration entry default: SLP.DISK RESOURCE MULTIPLIER = 2

Group images across SLPs

If this parameter is set to Yes (default), multiple SLPs of the same priority
can be processed in the same job. If No, batching can occur only within a
single SLP.

Configuration entry default: SLP. DUPLICATION_GROUP_CRITERIA = 1

Configuration entry for no, do not allow
batching:SLP.DUPLICATION GROUP CRITERIA = 0

Window close buffer time

Sets the amount of time before a window closes when NetBackup does not
submit new jobs using that window. Minimum 2 minutes; maximum: 60
minutes. Default: 15 minutes.

Configuration entry default: SLP.WINDOW CLOSE BUFFER TIME = 15
MINUTES




Table 7-55

Managing host properties
SLP settings properties

SLP settings (continued)

Property

Description

Deferred duplication offset time

For deferred operations, jobs are submitted x time before the source copy
is due to expire. Default: 4 hours.

Configuration entry default: SLP . DEFERRED DUPLICATION OFFSET TIME
= 4 HOURS

Auto create A.l.R. Import SLP

Used for Auto Image Replication, indicates whether an SLP (that contains
an Import operation) is created automatically in the target domain if no SLP
is configured there. Default: Yes, an SLP is created in the target domain.

Configuration entry default: SLP.AUTO CREATE IMPORT SLP = 1

How long to retry failed A.L.R. import
jobs

How long NetBackup retries an Import job before it stops and deletes the
record. After the initial four attempts, the retries become less frequent.
Default: 0 (do not retry after the initial four attempts).

Configuration entry default: SLP.REPLICA_METADATA CLEANUP_TIMER
= 0 HOURS

Pending A.L.R import threshold

How long NetBackup waits before it generates a notification that an Auto
Image Replication copy is still in import pending state. After an Auto Image
Replication copy has been replicated, NetBackup puts the source copy into
import pending state. If the copy is in import pending state for the time period
that this threshold sets, NetBackup generates a notification. Notifications
are sent to the NetBackup error log and are visible in the Problems report.
Notifications may also be sent to an email address, if specified. Default: 24
hours

Configuration entry default: SLP. PENDING IMPORT THRESHOLD = 24
HOURS

Email address to receive notifications

The email address that receives pending A.l.R. import notifications. Default:
None.

Configuration entry format: SLP.NOTIFICATIONS ADDRESS =

user@company.com

Using the command line to change SLP parameters

You can also change the parameters using the command line.

To use the command-line method, use the nbgetconfig and the nbsetconfig
commands to change the defaults. For information about these commands, see
the NetBackup Commands Reference Guide.
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Command-line units of measurement for the SLP
parameters

The abbreviations are case-insensitive for units of measurement.

The following abbreviations can be used where sizes are indicated:

bytes kb kilobyte kilobyte(s) kilobytes mb megabyte
megabyte(s) megabytes gb gigabyte gigabyte(s) gigabytes tb
terabyte terabyte(s) terabytes pb petabyte petabyte(s) petabytes

The following abbreviations can be used where units of time are indicated:

sec second second(s) seconds min minute minute(s) minutes
hour hour(s) hours day day(s) days mon month
month(s) months week week(s) weeks year year(s) years

nbel.cont file

Whenever a storage lifecycle policy parameter is changed from the default, the
change creates the nbcl.conf configuration file.

This file is found in the following locations. It is present only if the default of any
parameter has been changed.

= On Windows:
install path\NetBackup\var\global\nbcl.conf
= On UNIX:

/usr/openv/var/global/nbcl.conf

About batch creation logic in Storage Lifecycle Manager

The Storage Lifecycle Manager service (nbstserv) is in charge of creating
duplication jobs for storage lifecycle policies. Part of duplication job creation includes
grouping the backup (or source) jobs into batches.

Note: Restart nbstserv after making changes to the underlying storage for any
operation in an SLP.

One objective of the batching logic is to prevent media contention for tape operations,
including virtual tape libraries (VTL).
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Batching logic applies to both disk and tape. (Though the method to prevent media
contention for disk is to use disk pools and then to limit I/O streams to disk pools.)

The batching logic requires that for each evaluation cycle, nbstserv consider all
completed source jobs when determining which duplication job to run next. By
default, nbstserv performs the evaluation once every 5 minutes.

nbstserv avoids overloading the Resource Broker (nbrb) queue with jobs. Too
many jobs in the queue make the role of the Resource Broker harder and slows
down system performance.

By default, nbstserv now creates groups based on the Group images across
SLPs parameter in the SLP Parameters host properties. By default, multiple storage
lifecycle policies with the same priority can be batched together.

See “SLP settings properties” on page 199.

This batching logic change affects how duplication jobs appear in the Activity
Monitor. Storage lifecycle policies that have been combined into one job appear
under a single policy name: sLp_MultipleLifecycles. If a storage lifecycle policy
has not been combined with another, the name appears in the Activity Monitor
under the name of the SLP: SLP_name.

Users may see some duplication jobs that, although in the running state, do not
duplicate data because they have no resources to read or write. These jobs continue
to run until they receive resources to complete the job.

To turn off grouping by duplication job priority, set the Group images across SLPs
parameter to No in the SLP Parameters host properties.

Throttle bandwidth properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
Throttle bandwidth.

Use the Throttle bandwidth properties to specify a limit for the network bandwidth
or transfer rate that NetBackup clients use on a network. The actual limiting occurs
on the client side of the backup connection. These properties limit only backups.
Restores are unaffected. The default is that the bandwidth is not limited.

The Throttle bandwidth properties are similar to the Bandwidth host properties,
but offer greater flexibility in IPv6 environments.

To add, edit, or remove a throttle bandwidth setting
1 Open the NetBackup web Ul.
2 On the left, click Hosts > Host properties.
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3 Select the primary server. If necessary, click Connect. Then click Edit primary
server.

4 Click Throttle bandwidth.

Add a To add a network or host setting
setting 1 Click Add.
2  Enter the name of the network or host to which the throttle applies.

3  Select the bandwidth for the network or host indicated. A value of
zero disables the throttling of IPv6 addresses.

This value is the transfer rate in kilobytes per second. A value of
zero disables the throttling of IPv6 addresses.

4  Click Add.
Edita To edit a network or host setting
setting 1 Locate the name of the network or host.

2 Click Actions > Edit.

3 Make the wanted changes.

4  Click Save.
Delete a Delete a a network or host setting
setting 1 Locate the name of the network or host.

2 Click Actions > Delete.

5 Click Save

Timeouts properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server or client. If necessary click Connect, then click Edit primary server, Edit
media server, or Edit client. Click Timeouts.

The Timeouts properties apply to the selected primary server, media server, or
client.
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Table 7-56 Timeouts host properties

Property

Description

Client connect timeout

This property applies to the currently selected server.

Specifies the number of seconds the server waits before it times out when it connects
to a client. The default is 300 seconds.

Backup start notify timeout

This property applies to the currently selected server .

Specifies the number of seconds the server waits for the bpstart notify scripton
a client to complete. The default is 300 seconds.

Note: If using the bpstart notify script: The Client read timeout
(CLIENT READ TIMEOUT option) must be equal to or greater than the Backup start
notify timeout (BPSTART TIMEOUT option). If the Client read timeout is less than
the Backup start notify timeout, the job can time out while the bpstart notify
script is running.

Media server connect
timeout

This property applies to the currently selected server .

Specifies the number of seconds that the primary server waits before it times out when
it connects to a remote media server. The default is 30 seconds.

Client read timeout

This property applies to the currently selected server or client.

Specifies the number of seconds that NetBackup waits for a response from a client
before the operation attempt fails. This timeout can apply to a NetBackup primary,
remote media server, or database-extension client (such as NetBackup for Oracle).
The default is 300 seconds.

If the server does not get a response from a client within the Client read timeout
period, the backup or the restore operation can fail.

See the section called “Recommendations for the Client read timeout” on page 208.
The sequence on a database-extension client is as follows:

= NetBackup on the database-extension client reads the client’s client-read timeout
to find the initial value. If the option is not set, the standard 5-minute default is used.

= When the database-extension API receives the server’s value, it uses it as the
client-read timeout.

Backup end notify timeout

This property applies to the currently selected server.

Specifies the number of seconds that the server waits for the bpend notify script
on a client to complete. The default is 300 seconds.

Note: If this timeout is changed, verify that Client read timeout is set to the same or
higher value.
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Table 7-56 Timeouts host properties (continued)

Property

Description

Use OS dependent timeouts | This property applies to the currently selected server or client.

Specifies that the client waits for the timeout period as determined by the operating
system when it lists files, as follows:

= Windows client: 300 seconds
= UNIX client: 1800 seconds

File browse timeout

Specifies how long the client can wait for a response from the NetBackup primary
server while it lists files. If the limit is exceeded, the user receives a socket read failed
error. The timeout can be exceeded even while the server processes the request.

Note: If it exists, the value in a UNIX client’s $HOME /bp . conf file takes precedence
to the property here.

Media mount timeout

This property applies to the currently selected primary server.

Specifies how long NetBackup waits for the requested media to be mounted, positioned,
and ready on backups, restores, and duplications.

Use this timeout to eliminate excessive waiting time during manual media mounts. (For
example, when robotic media is out of the robot or is off-site.)

Recommendations for the Client read timeout

It is recommended to increase the timeout value in the following situations:

The client-read timeout on a database-extension client is a special case. Clients
can initially require more time to get ready than other clients. More time is
required because database backup utilities frequently start several backup jobs
at the same time, slowing the central processing unit. A setting of 15 minutes
is adequate for many installations.

Backing up directly to an MSDP cloud storage server. If the value is not increased
for both the primary server and the media server, you may see jobs failing with
the following message in the job details:

Error bpbrm (pid=119850) socket read failed: errno = 62 - Timer
expired

Note that increasing the timeout is not needed it you use a storage lifecycle
policy to first back up to an MSDP storage server and then duplicate the data
to an MSDP cloud storage server using an optimized duplication operation. (This
operation is the recommended method of operation.)
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Note: If using the bpstart notify script: The Client read timeout
(cLIENT READ TIMEOUT option) must be equal to or greater than the Backup start
notify timeout (BpsTarRT TIMEOUT Option). If the Client read timeout is less than
the Backup start notify timeout, the job can timeout while the bpstart notify
script is running.

Universal settings properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
server or client. If necessary click Connect, then click Edit primary server, Edit
media server, or Edit client. Click Universal settings.

Use the Universal settings properties to configure certain backup and restore
settings. These properties apply to a selected primary server, media server, or
client.

The Universal settings host properties contain the following settings.

Table 7-57 Universal settings properties

Property

Description

Restore retries

This setting applies to the selected server or client.

Specifies the number of attempts a client has to restore after a failure. (The default is
0; the client does not attempt to retry a restore. The client can try up to three times.)
Change Restore retries only if problems are encountered.

If a job fails after the maximum number of retries, the job goes into an incomplete state.
The job remains in the incomplete state as determined by the Move restore job from
incomplete state to done state property.

See “Clean up properties” on page 98.

A checkpointed job is retried from the start of the last checkpointed file rather than at
the beginning of the job.

Checkpoint restart for restore jobs allows a NetBackup administrator to resume a
failed restore job from the Activity Monitor.
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Table 7-57 Universal settings properties (continued)

Property

Description

Browse timeframe for
restores

This setting applies to the selected server and applies to all NetBackup clients.

Specifies the timeframe that NetBackup uses to search for files to restore. By default,
NetBackup includes files from the time of the last-full backup through the latest backup
for the client.

= Timeframe. Specifies how long ago NetBackup searches for files to restore. For
example, to limit the browse range to one week before the current date, select
Timeframe and specify 7.

» Last full backup. Indicates whether NetBackup includes all backups since the last
successful full backup in its browse range. This option is enabled by default. If the
client belongs to more than one policy, then the browse starts with the earliest of
the set of last-full backups.

Use specified network
interface

This setting applies to the selected server or client.

Specifies the network interface that NetBackup uses to connect to another NetBackup
client or server. A NetBackup client or server can have more than one network interface.
To force NetBackup connections to be made on a specific network interface, use this
entry to specify the network host name of that interface. By default, the operating
system determines the one to use.

Allow server file writes

This setting applies to the selected server or client.

Specifies whether a NetBackup server can create or modify files on the NetBackup
client. For example, disable this property to prevent server-directed restores and remote
changes to the client properties.

After the Allow server file writes property is applied, it can be cleared only by modifying
the client configuration. The default is that server writes are allowed.

Administrator

This setting applies to the selected server or client.
Specifies whether the server or the client sends email.

s Server sends mail
With this option the server sends an email to the address that is specified in the
Global attributes properties. Enable this property if the client cannot send mail
and you want an email notification. The default is that this property is disabled.
See “Global attributes properties” on page 144.

= Client sends mail
With this option the client sends an email to the address that is specified in the
Universal settings properties. If the client cannot send email, use Server sends
mail. The default is that this property is enabled.
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Table 7-57 Universal settings properties (continued)

Property

Description

Client administrator’s email

Specifies the email address of the administrator on the client. This address is where
NetBackup sends backup status reports for the client. By default, no email is sent. To
enter multiple addresses or email aliases, separate entries with commas.

UNIX client properties

Use the UNIX client properties to define properties of clients running on the UNIX

platform.

See “Busy file settings properties” on page 96.

See “Client settings properties for UNIX clients” on page 110.

See “Lotus Notes properties” on page 151.

User account settings properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
User account settings.

Use the User account settings properties to customize the settings for user
sessions, user account lockout, and the sign-in banner.

Table 7-58 User account settings properties

Property

Description

Session idle timeout

Logs out the user session if there is no activity for the specified period of time.

See “Configure when idle sessions should time out” on page 430.

Maximum concurrent
sessions

Limits the number of sessions that a user can have open concurrently.

See “Configure the maximum of concurrent user sessions” on page 430.

User account lockout

Lock out an account after the specified number of failed sign-in attempts.

See “Configure the maximum of failed sign-in attempts” on page 430.

Sign-in banner
configuration

You can configure a sign-in banner that displays each time that any user signs in to
the NetBackup web Ul. A different banner can be configured for any primary server.

See “Display a banner to users when they sign in” on page 431.
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VMware access hosts properties

To access this setting, in the web Ul select Hosts > Host properties. Select the
primary server. If necessary click Connect, then click Edit primary server. Click
VMware access hosts.

You can also access this setting from Workloads > VMware > VMware settings
> Access hosts.

Use the VMware access hosts host properties to add or remove VMware backup
hosts. These properties apply to currently selected primary servers.

These properties appear when the NetBackup Enterprise Client license is installed.

The backup host is a NetBackup client that performs backups on behalf of the virtual
machines. (This host was formerly known as the VMware backup proxy server.)
The backup host is the only host on which NetBackup client software is installed.
As an option, the backup host can also be configured as a NetBackup primary
server or media server.

The backup host is referred to as the recovery host when it performs a restore

You can add servers to and remove servers from the access hosts list:

Add Click Add and enter the fully qualified domain name of the backup host.

Remove Locate the backup host in the list and click Remove.

For more information, see the NetBackup for VMware Administrator’s Guide and
the NetBackup Web Ul for VMware Administrator’s Guide.

Windows client properties

Use the Windows client properties to configure specific NetBackup properties for
Windows clients.

See “Client settings properties for Windows clients” on page 114.
See “Lotus Notes properties” on page 151.

See “Exchange properties” on page 128.

See “SharePoint properties” on page 198.

See “Active Directory properties” on page 94.

See “Enterprise Vault properties” on page 126.
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Configuration options not found in the host
properties

Most NetBackup configuration options can be found in the Host properties of the
NetBackup web Ul. However, some options cannot be accessed in the Host
properties.

To change the default value for an option that is not found in the Host properties,
first use the nbgetconfig command to obtain a list of configuration options. Then
use nbsetconfig to change the options as needed.

For information about these commands, see the NetBackup Commands Reference
Guide.

About using commands to change the
configuration options on UNIX or Linux clients
and servers

When commands (nbsetconfig Or bpsetconfig) are used to change the
configuration options on UNIX or Linux NetBackup servers or clients, the commands
change the appropriate configuration files.

Most options are found in the following configuration file:
/usr/openv/netbackup/bp.conf

If a single UNIX or Linux system is running as both a client and a server, the bp. conf
file contains options for both the client and the server.

The bp. conf file observes the following syntax:

» Use the # symbol to comment out lines.

= Any number of spaces or tabs are allowed on either side of = signs.
= Blank lines are allowed.

= Any number of blanks or tabs are allowed at the start of a line.

Each nonroot user on a UNIX or Linux client can also have a personal bp. conf file
in their home directory:

SHOME /bp.conf

The options in personal bp. conf files apply only to user operations. During a user
operation, NetBackup checks the sHOME/bp. conf file before
/usr/openv/netbackup/bp.conf.
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Root users do not have personal bp. conf files. NetBackup uses the
/usr/openv/netbackup/bp.conf file for root users.

Stop and restart all NetBackup daemons and utilities on the server after you make
a change to the bp . conf file on a Linux primary server. This action ensures that all
of the NetBackup processes use the new bp . conf values. This action is not required
for changes to bp. conf files on a client or to a $10ME/bp . conf£ file on the primary
server.

The servER option must be presentin the /usr/openv/netbackup/bp.conf file on
all NetBackup UNIX or Linux clients and servers. During installation, NetBackup
sets the serRVER option to the name of the primary server where the software is
installed. It is the only required option in the bp . con £ files. NetBackup uses internal
software defaults for all options in the bp. conf file, except SERVER.

The sERVER entries must be the same on all servers in a primary and a media server
cluster. It is recommended that all other entries also match on all servers. (The
CLIENT NAME option is an exception.)



Managing credentials for
workloads and systems
that NetBackup accesses

This chapter includes the following topics:

= Overview of credential management in NetBackup
» Adding credentials in NetBackup

= Edit or delete a named credential

= Edit or delete Network Data Management Protocol (NDMP) credentials in
NetBackup

= Add a configuration for an external CMS server

Overview of credential management in NetBackup

Credential management lets you centrally manage the credentials that NetBackup
uses to access systems and the workloads that it protects. You can manage
NetBackup credentials, client credentials (for NDMP and disk arrays hosts), and
External CMS server configurations from Credential management.

Credentials can be managed for the following workloads. To configure credentials
for a workload (for example, SQL Server), refer to the guide for that workload for
details.

Cassandra MSDP-C PaaS database

Cloud (for a cloud instance) MySQL Server PostgreSQL Server



Managing credentials for workloads and systems that NetBackup accesses | 216
Adding credentials in NetBackup

Cloud object store Nutanix AHV SaaS
Kubernetes Nutanix AHV Prism Central
Microsoft SQL Server Oracle

Credentials can also be managed for the following systems:

A Callhome proxy server MSDP Samba User Remote Primary Server
CyberArk Malware detection (Malware VMware guest VM
scan host)
Disk arrays Microsoft Sentinel Veritas Alta Recovery Vault
Azure

External Key Management ~ NDMP
Services (KMS)

Adding credentials in NetBackup

You can use the Credential management node to add a credential that NetBackup
uses to connect to a system or workload.

= See “Add a credential for NetBackup Callhome Proxy” on page 216.
= See “Add a credential for an external KMS” on page 217.

= See “Add a credential for Network Data Management Protocol (NDMP)”
on page 218.

= See “Add a configuration for an external CMS server” on page 220.

For SQL Server, Cloud, Kubernetes, and other workloads, refer to the guide for
that workload for details.

NetBackup documentation portal

Add a credential for NetBackup Callhome Proxy

This type of credential provides the proxy server configuration that both the
NetBackup Product Improvement Program and Usage Insights use.

See the Veritas Usage Insights Getting Started Guide for details on using a Call
Home proxy server.
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To add a credential for NetBackup Callhome Proxy

1
2

(=2 23 L B N V)

On the left, click Credential management.

On the Named credentials tab, click Add and provide the following properties:

Credential name
Tag

Description

Click Next.

Select Callhome proxy.

Provide the credential details that are needed for authentication and click Next.

Add a role that you want to have access to the credential.

Click Add.
Select the role.

Select the credential permissions that you want the role to have.

Click Next and follow the prompts to complete the wizard.

After you create the credential, you must update the NetBackup configuration
with an entry for caLLHOME PROXY NAME. Setthe CALLHOME PROXY NAME to the
credential name. From the primary server, use the command shown:

echo CALLHOME PROXY NAME = CredentialName |bpsetconfig.exe

Add a credential for an external KMS

This type of credential allows you to access an external KMS server that you have
configured.

To add a credential for an external KMS

1
2

On the left, click Credential management.

On the Named credentials tab, click Add and provide the following properties:

Credential name
Tag

Description (for example: This credential is used to access the external
KMS.)

Click Next.
Select External KMS.
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Provide the credential details that are needed for authentication.

These details are used to authenticate the communication between the
NetBackup primary server and the external KMS server:

= Certificate - Specify the certificate file contents.

= Private key - Specify the private key file contents.

= CA Certificate - Specify the CA certificate file contents.

= Passphrase - Enter the passphrase of the private key file.

»  CRL check level - Select the revocation check level for the external KMS
server certificate.
CHAIN - The revocation status of all the certificates from the certificate
chain are validated against the CRL.
DISABLE - Revocation check is disabled. The revocation status of the
certificate is not validated against the CRL during host communication.
LEAF - The revocation status of the leaf certificate is validated against the
CRL.

See the NetBackup Security and Encryption Guide for more information on
external KMS configuration.

Click Next.

Add a role that you want to have access to the credential.

= Click Add.

= Select the role.

» Select the credential permissions that you want the role to have.

Click Next and follow the prompts to complete the wizard.

Add a credential for Network Data Management Protocol (NDMP)

You can add the credentials that NetBackup uses to connect to the Network Data
Management Protocol (NDMP).

For more information about NDMP credentials, see the NetBackup NAS
Administrator's Guide.

To add an NDMP credential

A WO DN

On the left, click Credential management.
Click the Client credentials tab.

Click Add.

Select NDMP host and click Next.
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Enter an NDMP host name.
Select the type of host credential.

= Use the following credentials for this NDMP host on all media servers
— This option uses the same credentials for all media servers.

» Use different credentials for this NDMP host on each media server —
This option lets you enter unique credentials for each media server. After
you enter credentials for each of the media servers, click Add.

7 Click Add.

Edit or delete a named credential

You can edit the properties for a named credential or delete a named credential
NetBackup from the Credential management.
Edit a named credential

You can edit a named credential to change the following: credential tag, description,
category, authentication details, or permissions. You cannot change the credential
name.

To edit a named credential
1 Onthe left, click Credential management.

2 On the Named credentials tab, locate and click on the credential that you
want to edit.

3 Click Edit and update the credential as needed.
Review the changes and click Finish.

5 (Conditional) For any cloud workloads that use an agentless connection for
instances, after you edit the credentials click the Connect button to reconnect
the instances.

Delete a named credential

You can delete a named credential that you no longer need to use with NetBackup.
Be sure to apply another credential to any assets that use the credential you want
to delete. Otherwise, backups and restores may fail for those assets.

To delete a named credential
1 On the left, click Credential management.

2 Onthe Named credentials tab, locate and click on the credential that you
want to delete.
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3 Click Delete.

(Conditional) If the credential deleted was a proxy credential, you must remove
the caLLHOME PROXY NaME entity. From the primary server, use the following
command to remove the CALLHOME _PROXY NAME entity.

echo CALLHOME PROXY NAME |bpsetconfig.exe

Edit or delete Network Data Management Protocol
(NDMP) credentials in NetBackup

You can edit or delete credentials for any media servers that use the Network Data
Management Protocol (NDMP).

For more information about NDMP credentials, see the NetBackup NAS
Administrator’s Guide.

Edit an NDMP credential

To edit an NDMP credential

1 On the left, click Credential management.
2 Click the Client credentials tab.

3 Locate and select the host. Then click Edit.

4 Make any changes that you want, then click Save.

Delete an NDMP credential

To delete an NDMP credential

1 On the left, click Credential management.
2 Click the Client credentials tab.

3 Select one or more hosts. Then click Delete > Delete.

Add a configuration for an external CMS server

This section provides you the procedure for adding a configuration for an external
CMS server.

To add a configuration for an external CMS server
1 Onthe left, click Credential management.

2 On the External CMS servers tab, click Add and provide the following
properties:


https://www.veritas.com/docs/DOC5332
https://www.veritas.com/docs/DOC5332

Managing credentials for workloads and systems that NetBackup accesses | 221
Add a configuration for an external CMS server

= Configuration name

= Description (for example: This configuration is used to access the external
CMS))

= External CMS provider
= Host name

= Port number: Default port number 443 would be considered (if not provided
by the user).

Note: While configuring the external CMS server for CyberArk server, user
can use the DNS hostname or IPV4 address. However it is recommended to
use the DNS hostname for connecting to the host. CyberArk configuration fails
if IPV6 address is used.

Click Next.

On the Associate credentials page, Select existing credential or Add a new
credential.

More information is available on how to add a new credential.
See “Add a credential for CyberArk” on page 222.

Click Next and follow the prompts to complete the wizard.

Configure external credentials

This type of credential allows you to configure an external CMS server.

An External credential can only be created if an external CMS server configuration
exists.

To configure external credentials

1
2
3

On the left, click Credential management.

On the Named credentials tab, click Add.

Select External and click Start.

On Add a credential page, provide the following properties:
» Credential name

= Tag

= Description

Select the appropriate Category to assign the credential.
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Search and select the External CMS configuration.

Provide the following parameter details for CyberArk Server:

= Application ID - Unique ID of the application issuing the password request.
= Object - Name of the password object to retrieve.

s Safe - Name of the Safe where the password is stored.

For more information on the parameters for CyberArk server, see Call the Web
Service using REST.

Click Next.

Add a role that you want to have access to the credential.

= Click Add.

= Select the role.

= Select the credential permissions that you want the role to have.

Click Next and follow the prompts to complete the wizard.

Add a credential for CyberArk

This type of credential allows you to access an external CMS server.

To add a credential for an external CMS server

1
2
3

On the left, click Credential management.

On the Named credentials tab, click Add.

Select NetBackup and click Start.

On Add a credential page, provide the following properties:
= Credential name

= Tag

» Description (for example: This credential is used to access the external
CMS.)

Click Next.
Select CyberArk as the category.

Provide the credential details for CyberArk server:

These details are used to authenticate the communication between the
NetBackup primary server and the external CMS server:

= Certificate - Specify the certificate file contents.
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= Private key - Specify the private key file contents.
= CA Certificate - Specify the CA certificate file contents.
= Passphrase - Enter the passphrase of the private key file.

= CRL check level - Select the revocation check level for the external CMS
server certificate.
CHAIN - The revocation status of all the certificates from the certificate
chain are validated against the CRL.
DISABLE - Revocation check is disabled. The revocation status of the
certificate is not validated against the CRL during host communication.

LEAF - The revocation status of the leaf certificate is validated against the
CRL.

Click Next.

Add a role that you want to have access to the credential.

= Click Add.

= Select the role.

= Select the credential permissions that you want the role to have.

9 Click Next and follow the prompts to complete the wizard.

Certificate revocation lists for CyberArk server

Certificate revocation list (CRL) for an external certificate authority (CA) contains
a list of digital certificates that the external CA has revoked before the scheduled
expiration date and should no longer be trusted. NetBackup supports PEM and
DER formats for CRLs for external CA. CRL's for all CRL issuers or external CA's
are stored in the NetBackup CRL cache that resides on each host. During secure
communication, NetBackup host verifies the revocation status of the peer host's
external certificate with the CRL that is available in the NetBackup CRL cache,
based on the CRL check level configuration option. For external CMS server,
NetBackup supports CDP based server certificates.

NetBackup downloads the CRLs from the URLSs that are specified in the peer host
certificate's CDP and caches them in the NetBackup CRL cache.

To use CRL's from CDP:

» Ensure that the host can access the URLSs that are specified in the peer host's
CDP.

= Ensure that the CRL check level configuration option is set to a value other
than DISABLE.
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By default, CRLs are downloaded from the CDP after every 24 hours and updated
in the CRL cache. To change the time interval, set the
ECA_CRL_REFRESH_HOURS configuration option to a different value. To manually
delete the CRL's from the CRL cache, run the nbcertcmd -cleanupCRLCache
command. The NetBackup CRL cache contains only the latest copy of a CRL for
each CA (including root and intermediate CAs). The bpclntcmd -crl download
service updates the CRL cache during host communication in the following scenarios
irrespective of the time interval set for the ECA_CRL_REFRESH_HOURS options:

=  When CRLs in the CRL cache are expired.

= If CRLs are available in the CRL source, but they are missing from the CRL
cache.

For details of ECA_CRL_REFRESH_HOURS, refer to
ECA_CRL_REFRESH_HOURS for NetBackup servers and clients section from
Veritas NetBackup™ Security and Encryption Guide.

Note: By default, the ECMS_HOSTS_SECURE_CONNECT_ENABLED flag is
enabled (set to true). If this flag is enabled, the certificate deployed on the external
CMS server must have Common Name or Subject Alternative Name that matches
the host name of the external CMS server. Else, the connection to the external
CMS server fails. For more information, see the
ECMS_HOSTS_SECURE_CONNECT_ENABLED section in NetBackup™
Administrator's Guide, Volume |I.

Edit or delete the configuration for an external CMS server
You can edit the properties of the configuration or delete the configuration from the
Credential management.
Edit the configuration

You can edit the configuration to change the Description only. You cannot change
the following properties: Configuration name, External CMS provider, Host name
and Port number.

To edit the configuration
1 On the left, click Credential management.

2 On the External CMS servers tab, locate and click on the configuration that
you want to edit.

3 Click Edit and update the properties as needed.

Review the changes and click Next.
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5 Select an existing credential or add a new credential and click Next.

6 Review the changes and click Finish.

Delete the configuration

You can delete the configuration that you no longer need to use with NetBackup.
To delete the configuration

1 On the left, click Credential management.

2 On the External CMS servers tab, locate and click on the configuration that
you want to delete.

3 Click Delete.

Confirm the deletion by clicking on Remove.

Troubleshooting the external CMS server issue

If the CyberArk Application ID contains internationalized characters and CyberArk
server does not have the appropriate language pack installed, then the NetBackup
user encounters a failure in adding the workload credentials from CyberArk.

Recommended action:

If the CyberArk Application Id contains internationalized characters, then install the
corresponding language pack on the CyberArk server.
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This chapter includes the following topics:
= Managing the NetBackup Package repository
= Update host

= Deployment policies

Managing the NetBackup Package repository

The NetBackup Package repository provides a central location to add and remove
NetBackup packages. Packages let you upgrade NetBackup or deploy emergency
engineering binaries in your NetBackup environment.

The interface arranges packages by NetBackup version number. For a specific
version of NetBackup, there are multiple child packages, one for each supported
platform.

Select Hosts > Deployment management to review the packages that are available
to deploy to computers in your NetBackup environment. Actions available from this
interface include:

= Add new packages.
= Delete existing packages.

Before you can add packages to the repository, you must download VxUpdate
formatted packages from the myveritas.com licensing portal. Place downloaded
package in an accessible location on the primary server. For details on how to
download packages, see the Repository management section of NetBackup
Upgrade Guide. Specifically, refer to the Downloading Veritas NetBackup
approved media server and client packages procedure.
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To add packages

1 From Hosts > Deployment management, select Add package or Add,
depending if there are already packages in the repository.

2 In the dialog box, navigate to where your VxUpdate packages are located and
select them. Be aware that NetBackup can only add the packages that reside
on the primary server's file system.

The interface displays only VxUpdate packages. A directory may have files
but if there are no VxUpdate packages, it shows as empty.

3 Select Ok to add the packages.

Depending on the number and the size of packages you add, it may take a
while for them to display in the repository.

To delete packages

1 From Hosts > Deployment management, select the packages you want to
delete.

2 Select Delete.

Note: You can also delete individual packages from the action menu.

If you delete a parent package, all child packages that are associated with that
parent are removed.

If you delete a server package, the associated client package is also deleted. For
example, if you delete the Windows 8.3 server package, the Windows 8.3 client
package is also removed.

Update host

The Update host option lets you launch immediate jobs to update or upgrade your
NetBackup environment.

After you select Hosts > Host Properties and make one or more valid selections,
the Update host option appears in the upper right. Certain restrictions apply to the
use of the Update host option:

= All computers you select must be of the same type. Select either all client
computers or all media servers. If you select mixed computer types, the Update
host option disappears.

= Primary servers are not supported. If you select a primary server, the Update
host option disappears.
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The operating system and versions column must contain data for the Update
host option to appear. If these columns do not contain data, attempt to connect
to the host.

After you specify computers to update, select Update host to launch the update
process. You are prompted for the information shown:

Attributes

On this screen, specify: The package you want deployed, the operation type,
any limit on concurrent jobs, and how to handle Java and the JRE.

Hosts

Displays the hosts you want to upgrade. From this screen, you can remove
hosts.

Security options (if it appears)
Either accept the default (Use existing certificates when possible) or specify
the appropriate security information for your environment.

Review
Displays all the options you selected on previous screens.

Select Update to start the deployment job.

Deployment policies

Under Hosts > Deployment management, you now have a Deployment policies
tab. Use this tab to add, edit, copy, deactivate, delete, and launch your policies.

To add a new policy:

1

3

Navigate to Hosts > Deployment management > Deployment policies and
select Add.

Enter the required information for deployment policies.

The required deployment policy information is similar to the update host
information.

See “Update host” on page 227.

Select Save.

Similarly, to edit, copy, deactivate, or delete deployment policies, select the policy.
Then select the appropriate action from banner.

To manually initiate policies, select the desired policy and select Deploy now from
the menu.
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options

This chapter includes the following topics:

About storage configuration

About storage configuration

NetBackup lets you configure storage options for all protection plans and policies.
To set up storage options, on the left click Storage.

You can configure the following types of storage:

Storage units
Storage lifecycle policies (SLPs)
Disk storage
Tape storage

Snapshot Manager
See the NetBackup Snapshot Manager for Data Center Administrator’s Guide
for details.

Media servers
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Note: If you use Key Management Service (KMS), it must be configured before
you can select the KMS option in the storage server setup. Refer to NetBackup
Security and Encryption Guide for more information.

To ensure that A.l.R. and other storage capabilities are displayed accurately for
the storage servers on the NetBackup web Ul, upgrade the media server. You must
upgrade the media server that has NetBackup versions 8.2 or earlier. After you
upgrade the media server then use the command line to update the storage server.

Use the following command to update the storage server:

/usr/openv/netbackup/bin/admincmd/nbdevconfig -updatests

-storage server <storage server name> -stype PureDisk

For more information, refer to the NetBackup Deduplication Guide.
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Configuring storage units

This chapter includes the following topics:
» Overview of storage units

= Create a storage unit

= Edit storage unit settings

» Copy a storage unit

= Delete a storage unit

Overview of storage units

A storage unit is a label that NetBackup associates with physical storage or cloud
storage. The label can identify a path to a volume or a disk pool. Storage units can
be included as part of a storage lifecycle policy.

The following types of storage units are available in the NetBackup web Ul.

Table 11-1 Storage unit types

Storage type |Storage unit type |Storage type or location | Option
required

Drives and
robots
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Table 11-1 Storage unit types (continued)
Storage type |Storage unit type |Storage type or location |Option
required
Disk storage Media Server Points to local or cloud storage. | Data
servers Deduplication Pool Protection
(MSDP) Optimization
Option
AdvancedDisk Points to a disk pool (storage | Data
directly attached to a media Protection
server). Optimization
Option
OpenStorage Techology | Points to a disk pool of the type | OpenStorage
(OST)) StorageName. Disk Option

Cloud Connector

Points to a disk pool of the type
VendorName, where
VendorName can be the name
of a cloud storage provider.

BasicDisk

Points to a directory.

Create a storage unit

Use this procedure to create a storage unit. You should create a storage unit after

you create any type of storage server and disk pool. The steps in this procedure
also work if you create a new storage unit without creating a storage server and

disk pool.

When you view the Storage units tab, the Used space column can be empty for

a storage unit that uses a cloud storage provider. NetBackup cannot retrieve the

information because the cloud provider does not supply an API for that information.

To create a storage unit

1 Onthe left, click Storage > Storage units. Click the Storage units tab, then

click Add..

Another way to create a storage unit is to click Create storage unit at the top

of the screen after you have created a disk pool.

In the Storage type drop-down, select the option you want to use.

Select the storage unit from the list and click Start.

In Basic properties, enter all required information and click Next.
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5 In Disk pool, select the disk pool you want to use in the storage unit and then
click Next.

The Enable WORM option is activated when you select a disk pool that supports
WORM (Write Once Read Many) storage.

For more information about WORM properties, refer to Configuring immutability
and indelibility of data in NetBackup in the NetBackup Administrator’s Guide,
Volume | guide.

The On demand only option specifies whether the storage unit is available
exclusively on demand. A policy or schedule must be explicitly configured to
use this storage unit

6 Inthe Media server tab, select the media servers you want to use and then
click Next.

You can have NetBackup select your media server automatically or you can
select your media servers manually using the radio buttons.

7 Review the setup of the storage unit and then click Save.
To create a tape storage unit
1 On the left, click Storage > Storage units. Click the + Add.

2 Inthe Add storage unit, for the storage type drop-down, select the option
Drives and robots and click Start.

3 Inthe Basic properties, enter all the required information and click Next.
In the Storage devices, select the appropriate storage device and click Next.

In the Media server, based on the storage device selected, the media servers
are listed. Select the appropriate server (manually or allow NetBackup to auto
select) and click Next.

6 In the Review, verify all the selections. You can also edit the details if any
changes are required and click Save.

See “Create a disk pool” on page 238.

See “Create a Media Server Deduplication Pool (MSDP, MSDP Cloud) storage
server ” on page 240.

See “Create an AdvancedDisk, OpenStorage (OST), or Cloud Connector storage
server ” on page 248.See “Create a protection plan” on page 333.

Edit storage unit settings

This option is only available for then Disk storage unit type.
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Only make changes to a storage unit during periods when no backup activity is
expected. This way backups are not affected for the policies or protection plans
that use the affected storage units.

To edit storage unit settings
1 Onthe left, click Storage > Storage units. Click the Storage units tab.
2 Select the storage unit that you want to edit.
3 Click Edit and make the required changes.
For example, you can edit the following settings:
= The basic properties of the storage unit.
= Disk pool
= Media server
= Staging schedule
To edit a tape storage unit
1 On the left, click Storage > Storage units.
2 On the tape storage unit list, click on the tape storage unit you want to edit.

3 Click Edit and make the required changes. Click Save after making the
changes.

Copy a storage unit

You can copy a storage unit to create a new storage unit with the same settings.
This option is only available for Disk storage unit type.

To copy a storage unit
1 On the left, click Storage > Storage units. Click the Storage units tab.
2 Select the storage unit that you want to copy and click Copy storage unit.

3 Type a unique name for the new storage unit. For example, describe the type
of storage. Use this name to specify a storage unit for policies and schedules.

4  Edit the other properties and disk pool as necessary.
5 After reviewing the changes, click Save.

To copy a tape storage unit

1 On the left, click on the Storage > Storage units.

2 On the tape storage unit list, select the tape storage unit you want to copy and
on the Actions menu , click Copy storage unit.
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On the Copy Tape storage unit, the name is appended with "_copy".

You can make the required changes and click Save.

Delete a storage unit

To delete a storage unit from a NetBackup configuration means to delete the label
that NetBackup associates with the physical storage.

Deleting a storage unit does not prevent files from being restored that were written
to that storage unit. (As long as the storage was not physically removed and the
backup image has not expired.)

To delete a storage unit

1
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Use the Catalog utility to expire any images that exist on the storage unit. This
action removes the image from the NetBackup catalog.

See “Expire backup images” on page 377.

= Do not manually remove images from a BasicDisk or a Media Manager
storage unit.

= After the images are expired, they cannot be restored unless the images
are imported.
See “About importing backup images” on page 378.

NetBackup automatically deletes any image fragments from a disk storage unit
or a disk pool. This deletion generally occurs within seconds of expiring an
image. However, to make sure that all of the fragments are deleted, confirm
that the directory is empty on the storage unit.

On the left, click Storage > Storage units. Click the Storage units tab..
Select the storage unit that you want to delete.

Click Delete > Yes.

Modify any policy that uses a deleted storage unit to use another storage unit.

If a storage unit points to a disk pool, you can delete the storage unit without
affecting the disk pool.
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This chapter includes the following topics:

About configuring BasicDisk storage

About configuring disk pool storage

Create a disk pool

Edit a disk pool

Create a Media Server Deduplication Pool (MSDP, MSDP Cloud) storage server
Edit a storage server

Integrating MSDP Cloud and CMS

Create a Media Server Deduplication Pool (MSDP) storage server for image
sharing

Create an AdvancedDisk, OpenStorage (OST), or Cloud Connector storage
server

Share images from an on-premises location to the cloud
About universal shares

Create a universal share

View or edit a universal share

Delete a universal share
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About configuring BasicDisk storage

A BasicDisk type storage unit consists of a directory on locally-attached disk or
network-attached disk. The disk storage is exposed as a file system to a NetBackup
media server. NetBackup stores backup data in the specified directory.

No special configuration is required for BasicDisk storage. You specify the directory
for the storage when you configure the storage unit.

About configuring disk pool storage

You can configure disk pools if you license a NetBackup feature that uses disk
pools.

For more information, see the following guides:

= The NetBackup AdvancedDisk Storage Solutions Guide.
s The NetBackup Cloud Administrator's Guide.

s The NetBackup Deduplication Guide.

= The NetBackup OpenStorage Solutions Guide for Disk.

s The NetBackup Replication Director Solutions Guide.

Create a disk pool

Use this procedure to create a disk pool after you create any type of storage server.
You can create a disk pool at any time, but to create a disk pool requires that you
have an existing storage server created.

When you view the Disk pools tab, the Available space column can be empty for
a disk pool that uses a cloud storage provider. NetBackup cannot retrieve the
information because the cloud provider does not supply an API for that information.
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To create a disk pool

1

On the left, click Storage > Disk storage. Click the Disk pools tab, then click
Add.

Another way to create a disk pool is to click Create disk pool at the top of the
screen after you have created a storage server.

In the Disk pool options, enter all the required information.
Click Change to select a storage server.

If Limit /O streams is cleared, the default value is Unlimited and may cause
performance issues.

Click Next.

In Volumes, use the Volume drop down to select a volume or add a new
volume. If you want to add a new disk pool volume, use the Add volume option.

You can configure an MSDP storage server to use cloud storage. Select an
existing cloud volume or create a new volume for the MSDP storage server.

Note: When you enable Server-Side Encryption, you can configure AWS
Customer-Managed keys. These keys cannot be deleted once they are in use
by NetBackup. Each object is encrypted with the key during upload and deleting
the key from AWS causes NetBackup restore failures.

Note: Veritas Alta Recovery Vault supports multiple options. For Veritas Alta
Recovery Vault Amazon and Amazon Government options in the web Ul, you
must contact your Veritas NetBackup account manager for credentials or with
any questions.

For more information on environments and deployment, refer to Veritas Alta
Recovery Vault.

For more information about Veritas Alta Recovery Vault Azure options, refer
to About Veritas Alta Recovery Vault Azure in the NetBackup Deduplication
Guide.

Enter all the required information based on the selection and click Next.
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In Replication, click Add to add replication targets to the disk pool.

This step lets you select a trusted primary server or add a trusted primary
server. You can add a primary server that supports NetBackup Certificate
Authority (NBCA), ECA, and ECA together with NBCA.

Replication is supported only on MSDP.

Review all the information that is entered for the replication targets and then
click Next.

On the Review page, verify that all settings and information are correct. Click
Finish.

The disk pool creation and replication configuration continue in the background
if you close the window. If there is an issue with validating the credentials and
configuration of the replication, you can use the Change option to adjust any
settings.

Edit a disk pool

This procedure describes how to edit a disk pool.

To edit a disk pool

1
2
3

4

On the left, click Storage > Disk storage. Click the Disk pools tab.
Click on the name of the disk pool that you want to edit.

On the disk pool details page, click Edit to edit the parameters of the disk pool.

(MSDP) Under Replication targets, click Add to add the replication targets.

Create a Media Server Deduplication Pool (MSDP,
MSDP Cloud) storage server

Use this procedure to create a Media Server Deduplication Pool (MSDP, MSDP
Cloud) storage server. You have the option to create a disk pool (local storage or
cloud storage) and storage unit after you create a storage server. The
recommendation is that you create the disk pool and storage unit if they do not exist
in NetBackup.

To add an MSDP storage server

1

2

On the left, click Storage > Disk storage. Click the Storage servers tab, then
click Add.

In the Storage type list, select Disk storage servers.

240



Configuring disk storage
Create a Media Server Deduplication Pool (MSDP, MSDP Cloud) storage server

From the Category options, select Media Server Deduplication Pool (MSDP,
MSDP Cloud).

Click Start.
In Basic properties, enter all the required information.

To select your media server, click the search icon. If you do not see the media
server you want to use, you can use Search field to find it.

Click Next.
In the Storage server options, enter all required information and click Next.

If you use Key Management Service (KMS), it must be configured before you
can select the KMS option.

(Optional) In Media servers, click Add to add any additional media servers
that you want to use.

Click Next.
On the Review page, confirm that all options are correct and click Save.

If the MSDP storage server creation is unsuccessful, follow the prompts on the
screen to correct the issue.

To configure MSDP to use cloud storage, use the following procedure
(drop-down in Volumes step) to select an existing disk pool volume or create
a new one.
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(Optional) At the top, click on Create disk pool.

(Optional) To create a cloud logical storage unit and disk pool with replication,
click on Create disk pool.

Enter the required information to create a disk pool.

In the next tab, select and add the required cloud volume. Select the cloud
storage provider and the required details of the storage provider. Enter the
credentials to access the cloud storage provider and then define the advanced
settings.

For the cloud logical storage unit, click Edit to update the Cloud cache
properties setting in the corresponding disk pool properties page. You must
restart the pdde services for the updated setting to work.

Note: Currently, AWS S3 and Azure storage API types are supported.

For more information about the storage API types that NetBackup supports,
refer to the topic About the cloud storage vendors for NetBackup in the
NetBackup Cloud Administrator’s Guide.

Note: When you enable Server-Side Encryption, you can configure AWS
Customer-Managed keys. These keys cannot be deleted once they are in use
by NetBackup. Each object is encrypted with the key during upload and deleting
the key from AWS causes NetBackup restore failures.

Note: For more information on environments and deployment of Veritas Alta
Recovery Vault for NetBackup, refer to the following article:

https://www.veritas.com/docs/100051821

Before you enable the Veritas Alta Recovery Vault Azure and Azure
Government options, review the steps from the Configuring Veritas Alta
Recovery Vault Azure and Azure Government section in the NetBackup
Deduplication Guide.

Veritas Alta Recovery Vault supports multiple options. For Veritas Alta Recovery
Vault Azure and Azure Government options in the web Ul, you must contact
your Veritas NetBackup account manager for credentials or with any questions.

Edit a storage server

This procedure tells you how to edit a storage server.
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To edit a storage server

On the left, click Storage > Disk storage.

2 Click the Storage servers tab.
3 Click the name of the storage server that you want to edit.
4  On the storage server review page, under Troubleshooting properties, click

Edit to edit the troubleshooting properties.

5 Under Universal share properties click Edit to edit the universal share
properties.

6 Under Media servers click Add to add the load-balancing media servers.

For more information see the Adding an MSDP load-balancing server topic in
the NetBackup Deduplication Guide.

7 Under Isolated recovery environment, you can configure isolated recovery
environment on the storage server if required.

For more information see the topic Configuring an isolated recovery environment
using the web Ul in the NetBackup Deduplication Guide.

Integrating MSDP Cloud and CMS

Note: CMS is now supported for all S3 and Azure cloud vendor types.

To integrate MSDP Cloud and CMS

1 If you haven't already, create an MSDP storage server. See the Configuring
MSDP server-side deduplication section in the NetBackup Deduplication Guide.

2 Add adisk pool.

On the left, click Storage > Disk storageand click the Disk pools tab. Then
click Add.

3 Inthe Disk pool options, click Change to select a storage server.
= Select a storage server from the list and click Select.
s Enter the Disk pool name.

= If Limit /O streams is cleared, the default value is Unlimited and may
cause performance issues.

» After all the required information is added, click Next.

4 In the Volumes properties, from the Volume list select Add volume.
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= Provide a unique volume name that gives adequate description of the
volume.

= For the Cloud storage provider, select Microsoft Azure, Amazon, or any
other cloud provider of S3 and Azure types. The click Select.

In the Region section, select the appropriate region.

In the Associate Credentials section, select an authentication type, select
Add a New Credential.

Enter a Credential name which should be a valid name and should only contain
alphanumeric characters, hyphen, colon, and underscore.

Note: For details of authentication types like AWS IAM Role Anywhere and
Azure Service Principal, see the NetBackup Deduplication Guide.

In Access details for type account, select AWS S3 compatible or Azure
Blob and enter the access information.

Alternatively, you can use Select existing credential but the credentials must
have a Category of MSDP-C and proper credentials for the chosen supported
cloud provider.

In the Cloud buckets section, select from the following options:

= If the cloud credentials in use do not have the permissions to list buckets,
click Enter an existing cloud bucket name.

= To create a cloud bucket, click Select or add a cloud bucket. Then click
Retrieve list to select a predefined bucket from the list.

Click Next.
In Replication, click Next.

On the Details page, verify that all settings and information are correct. Click
Finish.

The disk pool creation and replication configuration continue in the background if
you close the window. If there is an issue with validating the credentials and
configuration of the replication, you can use the Change option to adjust any
settings.

In the Volumes step, you can now use Retrieve List (list buckets) or create a
bucket depending on what you want to accomplish.
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Update the credentials

To update the credentials

1
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Create a disk pool.

After you have selected Add volume, Volume name, select Cloud storage,
and select a Region then click Select existing credential.

Locate Credential name. Then click Actions > Edit.
Make any changes as necessary.
In the Permissions, make any changes as necessary and click Save.

Finish adding the disk pool.

nbcldutil Changes

(10.3 and later) Use the parameter cmscredname instead of username. However,
username is still supported for older media servers.

Validate credentials. nbcldutil -validatecreds -storage_server

mystorage server -cmscredname mycmscredentialname

Create a bucket. nbcldutil -createbucket -storage server
mystorage server -cmscredname mycmscredentialname -bucket name

bucketname

nbdevconfig Changes

You need to provide 1suCmsCredName in the configuration file for Veritas Alta
Recovery Vault Azure and Veritas Alta Recovery Vault Azure Gov.

Instead of using the storage account name for 1suCmsCredname, use the name
of the credentials that are created when you use Credential management.

The configuration file for nbdevconfig CLI now uses a new Key cmsCredName
instead of user 1suCloudUser and 1suCloudPassword. The file should look like
the following:

[root@vramsingh7134 openv]# cat /add lsu.txt

V7.5 "operation" "add-lsu-cloud" string

V7.5 "lsuName" "ms-lsu-cli" string

V7.5 "lsuCloudBucketName" "ms-mybucket-cli" string
V7.5 "lsuCloudBucketSubName" "ms-lsu-cli" string
V7.5 "cmsCredName" "aws-creds" string

V7.5 "requestCloudCacheCapacity" "4" string
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Note: For regular Azure and AWS from this 10.3 and newer: If you use the
createdv option to create a cloud bucket on the primary server or media server
or on an older media server, you see a message that tells you to use nbcidutil.

Note: Some browsers like Firefox may auto-populate the fields to store the
credentials in the CMS with credentials the browser saves. You must to turn off
a setting in Firefox so that the credentials do not auto-populate.

Migrating or updating MSDP Cloud and CMS

You can update only Access key credentials to CMS. You cannot update the
configured credentials for an older disk pool to CMS to use other authentication
types. Upgraded credentials to use in CMS must be Access key based.

To migrate or update MSDP Cloud

1 Ifusing an MSDP on an old NetBackup version, configure MSDP cloud for any
cloud provider by providing credentials in the Access details for account
section.

Run a backup and restore.
Upgrade the MSDP to the newest version.

Click the MSDP cloud disk pool that was configured in the previous release.
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In the Associate credentials box, click Actions > Replace. Or, to update the
credentials for the disk pool, click Edit.

Click Continue.
Provide the appropriate credentials and click Next.
Follow the steps from Credential Management.

Click Save.
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0 Restart the NetBackup services on the primary server and the media server.

Create a Media Server Deduplication Pool (MSDP)
storage server for image sharing

Use this topic to create a cloud recovery server for image sharing. Refer to the
About image sharing using MSDP cloud topic in the NetBackup Deduplication Guide
for more information about a cloud recovery server.
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To configure cloud recovery server:

1 Onthe left, click Storage > Disk storage. Click the Storage servers tab, then
click Add.

In the Storage type drop-down, select the option you want to use.

Select Media Server Deduplication Pool (MSDP) for image sharing from
the list.

4 In the Basic properties, enter all the required information and click Next.

You must select your media server by clicking on the field. If you do not see
the media server you want to use, use the search option.

5 Inthe storage server options, enter all the required information except for
Encryption options and Encryption for local storage and click Next.

If KMS encryption is enabled for the on-premises side, Key Management
Service (KMS) must be configured before you can configure cloud recovery
server. In the cloud recovery host, you must not configure KMS encryption
when you set up a storage server. The KMS options from the on-premises side
are selected and configured automatically in the cloud recovery host.

6 (Optional) In Media servers, click Next. As the cloud recovery server is an
all-in-one NetBackup server, no additional media servers are added.

7 On the Review page, confirm that all options are correct and click Save.

If the MSDP with the image sharing creation is unsuccessful, follow the prompts
on the screen to correct the issue.

8 Atthe top, click on Create disk pool.
You can also create a disk pool as follows:
On the left, click Disk storage. Click the Disk pools tab, then click Add.
9 In Disk pool options, enter all the required information and click Next.
Click Change to select a storage server.

10 In Volumes, use the Volume drop down to add a new volume. Enter all the
required information based on the selection and click Next.

The volume name must be same as the volume name that is on the on-premises
side or the sub bucket name.

11 In Replication, click Next to continue without adding any primary server.

12 On the Review page, verify that all settings and information are correct. Click
Save.

See “Share images from an on-premises location to the cloud” on page 250.
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Cloud Connector storage server

Use the following procedures to create AdvancedDisk, OpenStorage, or a Cloud
Connector storage server.

Create an AdvancedDisk storage server

Follow this procedure to create an AdvancedDisk storage server.

To create an AdvancedDisk storage server

1

2
3
4

On the left, click Storage > Disk storage. Click the Storage servers tab, then
click Add.

In the Storage type list, select Disk storage servers.
From the Category options, select AdvancedDisk.

Select a media server from the list and click Select.

Create an OpenStorage (OST) storage server

Follow this procedure to create an OpenStorage (OST) storage server.

To create an OpenStorage (OST) storage server

1

On the left, click Storage > Disk storage. Click the Storage servers tab, then
click Add.

In the Storage type list, select Disk storage servers.
From the Category options, select OpenStorage (OST).
In Basic properties, enter all the required information.

To select your media server, click the search icon. If you do not see the media
server you want to use, you can use Search field to find it.

Select the correct Storage server type.
Click Next.

(Optional) In Media servers, click Add to add any additional media servers
you want to use.

Click Next.
On the Review page, confirm that all options are correct and click Save.

After you click Save, the credentials you entered are validated. If the credentials
are invalid, click Change and you can correct the issue with the credentials.

(Optional) At the top, click Create disk pool.
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Create a Cloud Connector server

Follow this procedure to create a Cloud storage server.

To create a Cloud storage server

1

On the left, click Storage > Disk storage. Click the Storage servers tab, then
click Add.

In the Storage type list, select Disk storage servers.
In the Storage type list, select Cloud connector.
In Basic properties, enter all the required information.

You must select your Cloud storage provider by clicking on the field. If you
do not see the cloud storage provider you want to use, you can use Search
to find it.

If the Region information that you want to select does not appear in the table,

use Add to manually add the required information. This option does not appear

for every cloud storage provider.

To select your media server, click the search icon. If you do not see the media
server you want to use, you can use Search field to find it.

Click Next.

In Access settings enter the required access details for the selected cloud
provider and click Next.

If you use socks4, sOCKS5, or sOCKs4a, some of the options in the Advanced
section are not available.

In Storage server options, you can adjust the Object size, enable
compression, or encrypt data and then click Next.

(Optional) In Media servers, click Add to add any additional media servers
you want to use.

For Cloud storage servers, media servers with a NetBackup version that is
older than the primary server are not listed.

Click Next.
On the Review page, confirm that all options are correct and click Save.

(Optional) At the top, click Create disk pool.
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Share images from an on-premises location to

the cloud

You can share images from an on-premises location to the cloud. Set up a cloud
recovery server on demand and then share the images to that server.

Use the information from the following topic from the NetBackup Deduplication
Guide to set up a cloud recovery server: About image sharing using MSDP cloud.
Steps to complete after setting up the cloud recovery
server

Before you begin, ensure that you have the required permissions in the web Ul to
import the image, restore, convert, and access the AMI ID or VHD.

To import the images

Open the NetBackup web Ul.

2 On the left, click Storage > Disk storage.. Then click the Disk pools tab.
3 Select the volume pools that contain the images that you want to share.
4 In the Disk pool options, locate the disk pool name and click Actions > Fast

Import.

Note: The fast import option is an import operation that is specific to image
sharing. You can import the backed-up images from the cloud storage to the
cloud recovery server that is used for image sharing. After a fast import, you
can restore the images. For AWS cloud provider, you can also convert the VM
image to an AWS AMI. For Azure cloud provider, you can convert the VM
image to VHD.

5 Inthe Fast import images page, select the backup images that you want to
import and click Import.

6 Verify the activity completion status in the Activity monitor.
To convert the VM images to AWS AMI or VHD in Azure

1 On the left, click Workloads > VMware. Then select the imported VMware
image to convert.

2 On the Recovery point tab, select the recovery date.
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3 Forthe recovery point date, choose the required recovery point. Click Actions
> Convert.

For Veritas Alta Recovery Vault, it may take time to get the disk volume and
the credentials information.

Provide the credentials of Azure general-purpose storage accounts or AWS
account with IAM and EC2 related permissions.

For more information on the permission, see Recover the VM as an AWS EC2
AMI or VHD in Azure topic of the NetBackup Deduplication Guide.

4  After the conversion is complete, an AMI ID or VHD URL is generated.

5 Use the AMI ID to locate the image in AWS and then use the AWS console to
start the EC2 instance. Or use VHD URL to create a virtual machine.

About universal shares

The universal share feature provides data ingest into an existing NetBackup
deduplication pool (MSDP) or a supported Veritas appliance using an NFS or a
CIFS (SMB) share. Space efficiency is achieved by storing this data directly into
an existing NetBackup-based Media Server Deduplication Pool.

For more information about universal shares, see the following guides:

Create a universal share

A universal share offers the ability to ingest data directly into a space efficient SMB
(CIFS) or NFS share. Space efficiency is achieved by storing the ingested data
directly to an existing NetBackup deduplication pool (MSDP). No NetBackup software
needs to be installed on the client that mounts the share. Any operating system
that is running a POSIX-compliant file system and can mount an SMB (CIFS) or
NFS network share can write data to a universal share.

You can manage universal shares across NetBackup Appliance, Flex Appliance,
Flex Scale, Flex WORM/non-WORM, MSDP AKS/EKS deployment, build-your-own
(BYO) and BYO-In-Cloud servers.

See the NetBackup Deduplication Guide for more information about universal share
policies, universal share for cloud LSU limitation, prerequisites, and configuration.

If you want to view specific storage servers containing universal shares, click on
Select storage server in the top right. Then, select the storage servers that contain
universal shares, and they are displayed in the table.
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To create a universal share in the NetBackup web Ul

1

If necessary, configure an MSDP storage server.

See “Create a Media Server Deduplication Pool (MSDP, MSDP Cloud) storage
server ” on page 240.

On the left, click Storage > Disk storage.

Click on the Universal shares tab. Then click Add.

Provide the following required information:

Enter a Display name. This name is used in the universal share path.

Select a Type. If you want to set up Cloud cache properties, you must
select Regular. If Accelerator type is selected, you must specify the Disk
volume.

Select the Storage server.

Select the Disk volume.

When Accelerator is selected in Type, you can only select a cloud disk
volume in the pop-up.

Click the search icon to get the volume list, and select the disk volume.
PureDiskVolume is selected by default.

This option is available only if universal share with object storage in cloud
feature is enabled. For more information, see the NetBackup Deduplication
Guide.

In Cloud cache properties, specify the size of the local disk cache in the
Request cloud cache disk space.

The Request cloud cache disk space can only be set here on initial setup.
Any subsequent changes must be made on the storage server properties
page.

Note: When you update the Cloud cache properties setting in storage
server properties page, there is an interruption of the current shared mounts.
When you click Save, the vpfsd process restarts to apply the new value.

In addition, new universal shares cannot be created if the available size is
less than 128GB.

Select the Protocol: NFS or SMB (CIFS)

Specify a Host that is allowed to mount the share and then click Add to
list. You can use the host name, IP address, short name, or the FQDN to
specify the Host. You can enter multiple hosts for each share.
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When Accelerator is selected in Type, the Host can only be FQDN.

At this point, continue to enter values in the remaining fields or click Save to
save the universal share. You can update the remaining fields later from the
universal share’s details page:

Select a Quota type: Unlimited or Custom. If you select Custom, also
specify the quota in MB, GB, or TB units.

The Custom quota value limits the amount of data that is ingested into the
share. Quotas are enforced using the front-end terabyte (FETB) calculation
method. They are Implemented per share and can be modified at any time.
You do not need to remount the share for the change to a take effect.

To update the quote type or value from the universal share’s details page,
click Edit in the Quota section.

Specify the User names (Local or Active Directory) and the Group names
(Active Directory only). Only the specified users or groups can access the
share. You can add and update the User names and the Group Names
later from the details page of an existing universal share.

Note: Currently, the User names and the Group names are supported
only for the SMB (CIFS) protocol.

Specify Kerberos security methods if the selected protocol is NFS and the
Kerberos service is supported on the selected Storage server.

If you select more than one Kerberos security methods, you can specify
any method as mount command option to the share from client host.

s Kerberos 5
Uses Kerberos V5 instead of local UNIX UIDs and GIDs to authenticate
the users.

= Kerberos 5i
Uses Kerberos V5 for user authentication and performs integrity checking
of NFS operations using the secure checksums to prevent tampering
of the data.

= Kerberos 5p
Uses Kerberos V5 for user authentication and integrity checking. It
encrypts NFS traffic to prevent traffic sniffing. This option is the most
secure setting but it also involves the most performance overhead.
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Using instant access for MS-Windows and Standard policies

Instant access for unstructured data assets allows users to create instant access
mounts from the backup images that are created with MS-Windows or Standard
policies.

To manage instant access with a MS-Windows or Standard policy, a user must
have the RBAC Administrator role. Or, a role with similar permissions.

You can instantly access backup copies from a local or a cloud LSU (logical storage
unit) using NetBackup Instant Access APIs.

For more information about limitations of instant access for cloud LSU (logical
storage unit), refer to the NetBackup Deduplication Guide.

Note: Instant access on Flex WORM storage requires the following services: NGINX,
NFS. SAMBA, WINBIND (if Active Directory is required), SPWS, VPFS.

View or edit a universal share

You can view the details of a universal share or edit certain attributes of the universal
share.

View details of a universal share

To view the details of a universal share

1 Onthe left, click Storage > Disk storage. Then click on the Universal shares
tab.

2 Locate the universal share and click on its name.

Use the Filters to display specific universal shares. For example, universal
shares with the SMB protocol or universal shares whose state is Exported.

The ID is the UUID of the universal share.
The Export path is the path is used in a universal share backup policy.

The Mount path is the path that is used to connect from the client.

Edit a universal share

You can edit the quota for the share and the hosts that can mount the share.
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To edit a universal share

1 Onthe left, click Storage > Disk storage. Then click on the Universal shares
tab.

Locate the universal share and click on its name.

You can edit the following details for the universal share.

Quota Click Edit to change the quota for the share.

Hosts Click Edit to add or delete the hosts that can mount the
share.

Kerberos Click Edit to change the Kerberos security method if

the selected protocol is NFS and the Kerberos service
is supported on the selected storage server.

For more information about the Kerberos support for
universal shares, see the NetBackup Deduplication
Guide.

Note: When the Kerberos security method is updated,
it affects the ability to connect NFS server from the
clients configured in the current universal share. Use
the Kerberos security method you have updated as a
mount command parameter to mount NFS server again.

Delete a universal share

You can delete a universal share from NetBackup storage.

Deleting a universal share also deletes all data in the share. This action is irreversible
and may take some time if the amount of data is large. Any active data transfers
are immediately terminated, and any mounted shares are immediately removed.

To delete a universal share

1 Onthe left, click Storage > Disk storage. Then click on the Universal shares
tab.

2 Select the universal share that you want to delete and click Delete > Delete.
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This chapter includes the following topics:

Add a media server

Activate or deactivate a media server
Stop or restart the media device manager
About NetBackup server groups

Add a server group

Delete a server group

Add a media server

The following table describes an overview of how to add a media server to an
existing NetBackup environment.

Note: The NetBackup Enterprise Media Manager service must be active when a
media server is added, devices and volumes are configured, and clients are backed
up or restored.

Table 13-1 Adding a media server
Step Procedure Section
Step 1 On the new media server host, attach the devices and install | See the vendor’s documentation.
any software that is required to drive the storage devices.
Step 2 | On the new media server host, prepare the host’s operating | See the NetBackup Device Configuration

system.

Guide.
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Table 13-1 Adding a media server (continued)
Step Procedure Section
Step 3 | On the primary server, add the new media server to the See the Servers properties topic in the
Media servers list of the primary server. Also, add the new | NetBackup Administrator's Guide, Volume I.
media server to the Additional servers list of the clients that
the new media server backs up.
If the new media server is part of a server group, add it to
the Additional servers list on all media servers in the group.
Note: Ensure that the name you use in NetBackup is the
same as the host name in the TCP/IP configuration.
Step 4 | Install the NetBackup media server software on the new host. | See the NetBackup Installation Guide.
Step 5 | On the primary server, configure the robots and drives that | See the Configuring robots and tape drives
are attached to the media server. by using the wizard topic in the NetBackup
Administrator's Guide, Volume 1.
Step 6 | On the primary server, configure the volumes. See the About adding volumes topic in the
NetBackup Administrator's Guide, Volume I.
Step 7 | On the primary server, add storage units to the media server. | See “Create a storage unit” on page 233.
Always specify the media server as the media server for the
storage unit.
Step 8 | On the primary server, configure the NetBackup policies and | See “Add a policy” on page 345.
schedules to use the storage units that are configured on the
media server.
Step 9 | Test the configuration by performing a user backup or a See “Perform manual backups” on page 354.

manual backup that uses a schedule that specifies a storage
unit on the media server.

Activate or deactivate a media server

When you activate a media server, NetBackup can use it for backup and restore

jobs. You can deactivate a media server. A common reason to do so is to perform
maintenance. When a media server is deactivated, NetBackup does not send job

requests to it.

When you deactivate a media server, the following things occur:

= Current jobs are allowed to complete.

= If the host is part of a shared drive configuration, it does not scan drives.
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To activate or deactivate a media server

A WO D

Open the NetBackup web UlI.
On the left, click Storage > Media servers. Then click the Media servers tab.
Select the media server to activate or deactivate.

Click Activate or Deactivate.

Stop or restart the media device manager

Use the following procedure to stop and restart the NetBackup device manager.

To start or stop the media device manager

1
2
3

Open the NetBackup web UlI.
On the left, click Storage > Media servers. Then click the Media servers tab.

Select the media server and click Stop/Restart media manager device
daemon.

Locate Action and select the action that you want to take.

Note: The actions that are available depend on the state of the media manager
device.

Select any of the Options that you want.
= Eject media from standalone drives
= Enable verbose logging

Click Apply.

Note: NetBackup shows a notification after the selected action is completed.

About NetBackup server groups

A server group is a group of NetBackup servers that are used for a common purpose.

A NetBackup Media sharing group is a server group that shares tape media for
write purposes (backups). All members of a Media sharing server group must have
the same NetBackup primary server.

A Media sharing group can contain the following:
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= NetBackup primary server
= NetBackup media servers

= NDMP tape servers

Add a server group

A server group is a group of NetBackup servers that are used for a common purpose.
Servers can be in more than one group.

Caution: NetBackup allows a server group name to be the same as the name of
a media server. To avoid confusion, do not use same name for a server group and
a media server.

To add a server group

On the left, click Storage > Media servers.

2 Click Server groups.
3 Click Add server group.
4  Provide the information for the server group.

Server group name Provide a unique name for the server group. Do not use
the name for an existing media server or other host.
You cannot change the name of an existing server

group.
Server group type Select the type of server group.
State Active. The server group is available for use.

Inactive. The server group is not available for use.

Description Provide a description of the group.

5 To add a server to the group, click Add, select the server, then click Add.
To remove a server from the group, select the server and click Remove.

6 Click Save.
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Delete a server group

You can delete a server group if it is no longer in use. Or, if the purpose of the
servers in the group has changed.

To delete a server group
1 On the left, click Storage > Media servers.
2 Click Server groups.

3 Select the group to delete. Then click Delete > Delete.



Managing tape drives

This chapter includes the following topics:

Change a drive comment

About downed drives

Change a drive operating mode

Change the operating mode for a drive path
Clean a tape drive

Delete a drive

Reset a drive

Reset the mount time of a drive

Set the drive cleaning frequency

View drive details

Change a drive comment

You can change the comment that is associated with a drive.

To change a drive comment

1
2

Open the NetBackup web UlI.

On the left, click Storage > Tape storage. Then click the > Device monitor
tab.

Select a drive.

Click Actions > Change drive comment.
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5 Add a comment or change the current drive comment.
6 Click Save.

About downed drives

NetBackup downs a drive automatically when there are read or write errors that
surpass the threshold within the time window. The default drive error threshold is
2. That is, NetBackup downs a drive on the third drive error in the default time
window (12 hours).

Common reasons for write failures are dirty write heads or old media. The reason
for the action is logged in the NetBackup error catalog (view the Media Logs report
or the All Log Entries report). If NetBackup downs a device, it is logged in the system

log.
You can use the NetBackup nbemmcmd command with the -drive error threshold
and -time_window options to change the default values.

See “Change a drive operating mode” on page 262.

Change a drive operating mode

Usually you do not need to change the operating mode of a drive. When you add
a drive, NetBackup sets the drive state to UP in Automatic Volume Recognition
(AVR) mode. Other operating mode settings are used for special purposes.

The drive operating mode is displayed and changed on the Device monitor tab.
To change the mode of a drive

Open the NetBackup web Ul.

2 On the left, click Storage > Tape storage. Click the Device monitor tab.
3 Select a drive or multiple drives.
4 Choose the command for the new drive operating mode.

Note that Up Drive, Operator control applies only to standalone drives.

5 Ifthe drive is configured with multiple device paths or is a shared drive (Shared
Storage Option), a screen displays that contains a list of all the device paths
to the drive. Select the path or paths to change.

Change the operating mode for a drive path

The Device monitor shows path information for drives, including the following:
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= Multiple (redundant) paths to a drive are configured

= Any drives are configured as shared drives (Shared Storage Option)

To change the operating mode for a drive path

1 Open the web Ul.

2 On the left, click Storage > Tape storage. Click the Device monitor tab.

3 Click on the drive name to view the drive properties. Then click on the Paths
tab.

Select a path or select multiple paths.
5 Click Actions, then choose a command for the path action, as follows:
= Up path
= Down path
= Reset path

Clean a tape drive

When you add a drive to NetBackup, you can configure the automatic,
frequency-based cleaning interval.

You can also perform an operator-initiated cleaning of a drive regardless of the
cleaning frequency or accumulated mount time of the drive. However, appropriate
cleaning media must be added to NetBackup.

After you clean a drive, reset the mount time.

See “Reset the mount time of a drive ” on page 265.

To clean a tape drive

1 Open the web Ul.

2 On the left, click Storage > Tape storage. Click the Device monitor tab.
3 Select the drive to clean.
4

Click Actions > Drive cleaning > Clean now. NetBackup initiates drive
cleaning regardless of the cleaning frequency or accumulated mount time.

The Clean now option resets the mount time to zero, but the cleaning frequency
value remains the same. If the drive is a standalone drive and it contains a
cleaning tape, NetBackup issues a mount request.
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For a shared drive (Shared Storage Option), do the following:

In the list of hosts that share the drive, choose only one host on which the
function applies.

Click Clean now.

The Clean now function can take several minutes to complete, so the cleaning
information may not update immediately.

Delete a drive

Use the following procedure to delete a drive or drives when the media server is
up and running.

To delete a drive

A WO DN

Open the NetBackup web Ul.
On the left, click Storage > Tape storage. Click the Device monitor tab.
Select the drive.

Click Delete.

Note: It may take a few minutes for the web Ul to reflect that the drive is deleted.

You are prompted to restart the Media Manager device daemon.

Reset a drive

Resetting a drive changes the state of the drive.

Usually you reset a drive when its state is unknown, which occurs if an application
other than NetBackup uses the drive. When you reset the drive, it returns to a known
state before use with NetBackup. If a SCSI reservation exists on the drive, a reset
operation from the host that owns the reservation can help the SCSI reservation.

If the drive is in use by NetBackup, the reset action fails. If the drive is not in use
by NetBackup, NetBackup tries to unload the drive and set its run-time attributes
to default values.

Note that a drive reset does not perform any SCSI bus or SCSI device resets.

To reset a drive

1

Open the web UlI.

2 On the left, click Storage > Tape storage. Click the Device monitor tab.
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Select a drive or select multiple drives.
Click Actions > Reset drive.

If the drive is in use by NetBackup and cannot be reset, restart the NetBackup
Job Manager (nbjm) to free up the drive.

Determine which job controls the drive (that is, which job writes to or reads
from the drive).

On the left, click Activity monitor. Then on the Jobs tab, cancel the job.

In the Activity monitor, restart the NetBackup Job Manager, which cancels
all NetBackup jobs in progress.

Reset the mount time of a drive

You can reset the mount time of the drive. Reset the mount time to zero after you
perform a manual cleaning.

To reset the mount time

1

2
3
4

Open the NetBackup web Ul.
On the left, click Storage > Tape storage. Click the Device monitor tab.
Select a drive.

Click Actions > Drive cleaning > Reset mount time. The mount time for the
selected drive is set to zero.

If you use the Shared drive (Shared Storage Option), do the following:

In the list of hosts that share the drive, choose only one host on which the
function applies.

Click Reset mount time.

Set the drive cleaning frequency

When you add a drive to NetBackup, you configure the automatic, frequency-based
cleaning interval. From the Device monitor you can change the cleaning frequency
that was configured when you added the drive.

To set the cleaning frequency

1
2
3

Open the NetBackup web Ul.
On the left, click Storage > Tape storage. Click the Device monitor tab.

Select a drive.
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4 Click Actions > Drive cleaning > Set cleaning frequency.
5 Enter the number of mount hours between drive cleaning.

The Set cleaning frequency option is not available for the drives that do not
support frequency-based cleaning. This function is not available for shared
drives.

The drive cleaning interval appears in the Drive properties.

6 Click Save.

View drive details

You can obtain detailed information about drives (or shared drives), such as drive
cleaning, drive properties, drive status, host, and robotic library information.

To view the drive details
1 Open the web Ul.
2 On the left, click Storage > Tape storage. Click the Device monitor tab.

3 Many drive details are displayed on this tab. For additional details, click on a
drive name.

For shared drives, you can see the drive Control mode and Drive index for
each host that shares a drive. Click on the Shared drive hosts tab to view a
list of hosts that share a drive.
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This chapter includes the following topics:

NetBackup robot types

Change the properties for a robot

Robot configuration options

Robot type (robot configuration option)
Device host (robot configuration option)
Robot number (robot configuration option)
Robot control (robot configuration options)

Delete a robot

NetBackup robot types

A robot is a peripheral device that moves tape volumes into and out of tape drives.
NetBackup uses robotic control software to communicate with the robot firmware.

NetBackup classifies robots according to one or more of the following characteristics:

The communication method the robotic control software uses; SCSI and API
are the two main methods.

The physical characteristics of the robot. Library refers to a large robot, in terms
of slot capacity or number of drives.

The media type commonly used by that class of robots. HCART (1/2-inch
cartridge tape) is an example of a media type.

The table lists the NetBackup robot types that are supported in release 10.4, with
drive and slot limits for each type.
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To determine which robot type applies to the model of robot that you use, see the
NetBackup Enterprise Server and Server - Hardware and Cloud Storage
Compeatibility List for your release:

http://www.netbackup.com/compatibility

Table 15-1 NetBackup robot types in release 10.4
Robot type |Description Drive limits | Slot limits | Note
ACS Automated Cartridge System 1680 No limit API control. The ACS library
software host determines the
drive limit.
TLD Tape library DLT No limit 32000 SCSiI control.

Note: The user interface for NetBackup may show configuration options for the
peripheral devices that are not supported in that release. Those devices may be
supported in an earlier release, and a NetBackup primary server can manage the
hosts that run earlier NetBackup versions. Therefore, the configuration information
for such devices must appear in the user interface. The NetBackup documentation
may also describe the configuration information for such devices. To determine
which versions of NetBackup support which peripheral devices, see the NetBackup
Enterprise Server and Server - Hardware and Cloud Storage Compatibility List:

http://www.netbackup.com/compatibility

Change the properties for a robot

Use the following procedure to change the configuration properties for a robot.
To change the properties for a robot

1 Open the NetBackup web Ul.

2 On the left, click Storage > Tape storage. Then click the Robots tab.

3 Select a robot and click Edit.
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Change the properties as necessary.

The properties that you can change depend on the robot type, the host type,
and the robot control.

See “Robot configuration options” on page 269.
Click Save.

If you restart the Device Manager or the device daemon, any backups, archives,
or restores that are in progress also may be stopped.

Robot configuration options

The following topics describe the robot properties that you can configure. The
properties that you can configure depend on the host type, and robot control
selections that you make in the dialog box. You cannot manually configure or change
the robot number, robot type, device host in the Web Ul. These fields are read only.

Robot type (robot configuration option)

This topic specifies the type of robot. You cannot manually configure or change the
robot number, robot type, device host in the Ul as these fields are read only. To
locate the robot type to use for specific vendors and models, see the NetBackup
Enterprise Server and Server - Hardware and Cloud Storage Compatibility List at
the following location:

http://www.netbackup.com/compatibility

Device host (robot configuration option)

Specifies the host to which the device is attached.

Robot number (robot configuration option)

Specifies a unique, logical identification number for the robotic library. This number
identifies the robotic library in displays (for example, TLD (21)) and is also used
when you add media for the robot.

Robot numbers must be unique for all robots on all hosts in the configuration,
regardless of the robot type or the host that controls them. For example, if you
have two robots, use different robot numbers even if different hosts control them.

If the robot has its robotic control and drives on different hosts, specify the same
robot number in all references to that library. That is, use the same robot number
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on the hosts with the drives as you do on the host that has the robotic control.
A tape library DLT robot is one that allows separate robotic control and drive
hosts.

Examples are available in the NetBackup Device Configuration Guide.

Robot control (robot configuration options)

The Robot control section specifies the type of control for the robot. The options
that you configure depend on the robot type and the media server type.

Table 15-2 Robot configuration properties

Property

Description

Robot is controlled
locally by this device
host

Specifies that the host to which the robot is attached controls the robot.

You must configure other options (depending on the robot type and device host type).

Robot control is
handled by a remote
host

Specifies that a host other than the device host controls the robot.

You must configure other options (based on the selected robot type and device host platform).
Robot control host

Specifies the host that controls the robot.

The name of the host on which the robot information is defined for TLD robots.

Robot control is
attached to an NDMP
host

Specifies that an NDMP host controls the robot.

You must configure other options (depending on the robot type and device host type).
Robot device path

NDMP host only. Specifies the name of the robotic device that is attached to the NDMP host.
NDMP host name

Specifies the name of the NDMP host to which the robot is attached.
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Table 15-2 Robot configuration properties (continued)

Property

Description

Resides in/within the
ACSLS host

Specifies the name of the Sun StorageTek ACSLS host; the ACS library software which
resides in the ACSLS host. On some UNIX server platforms, this host can also be a media
server.

The ACS library software component can be any of the following:

= Automated Cartridge System Library Software (ACSLS)
Examples are available in the NetBackup Device Configuration Guide.

» STKLibrary Station

s Storagenet 6000 Storage Domain Manager (SN6000).
This STK hardware serves as a proxy to another ACS library software component (such
as ACSLS).

Note: If the device host that has drives under ACS robotic control is a Windows server, STK
LibAttach software must also be installed. Obtain the appropriate LibAttach software from
STK.

For compatibility information, see the NetBackup Enterprise Server and Server - Hardware
and Cloud Storage Compatibility List:

http://www.netbackup.com/compatibility

An overview of ACS robots is available in the NetBackup Device Configuration Guide.

Robot device

The following applies to a Windows device host only. Specifies the name of the robot device.
Click Browse and then select a robot from the list that appears in the Devices dialog box.

If the discovery operation fails to discover a robot, click Add manually in the Devices dialog
box. Enter either the Port, Bus, Target, and LUN numbers or the device name in the next
dialog box.

If the browse operation fails for any other reason, select the Add manually option to enter
the information.

Use the Windows management tools to find the Port, Bus, Target, and LUN numbers.

If the browse operation does not find attached robots, an error dialog box appears.
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Table 15-2 Robot configuration properties (continued)

Property

Description

Robotic device file

UNIX device host only. Specifies the device file that is used for SCSI connections. The device
files are located in the /dev directory tree on the device host.

To specify the robotic device file, click Browse and then select a robotic device file from the
list that appears in the Devices dialog box.

If the browse operation fails for any reason, no separate message appears. Select the Add
manually option to enter the information.

If the browse operation does not find attached robots, an error dialog box appears.

Information about how to add device files is available in the NetBackup Device Configuration
Guide.

Port, Bus, Target,
LUN

Windows hosts only. The Port, Bus, Target, and LUN are the SCSI coordinates for the robotic
device. To specify the SCSI coordinates of the device, enter the Port, Bus, Target, and LUN.

Delete a robot

Use the following procedure to delete a robot or robots when the media server is
up and running.

Any drives that are configured as residing in a robot that you delete are changed
to standalone drives.

Any media in the deleted robot is also moved to standalone. If the media is no
longer usable or valid, delete it from the NetBackup configuration.

If the media server is down or the host has failed and cannot be recovered, you
can delete its robots by using a different procedure.

To delete a robot

Open the web Ul.

On the left, click Storage > Tape storage. Click the Robots tab.
Select the robot or robots you want to delete.

Click Delete.

a h~h WODN

At the Restart Media Manager device deamon prompt, click Yes.
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Inventorying robots

This chapter includes the following topics:

About robot inventory

When to inventory a robot

About showing a robot's contents

Showing the media in a robot

About comparing a robot's contents with the volume configuration
Comparing media in a robot with the volume configuration

About previewing volume configuration changes

Previewing volume configuration changes for a robot

About updating the NetBackup volume configuration

Updating the NetBackup volume configuration with a robot's contents
Robot inventory options

Advanced options for robot inventory settings

Configure media ID generation rules

Barcode rules settings

Media ID generation options

Configure media settings

About media type mapping rules

Configure media type mappings
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About robot inventory

Robot inventory is a logical operation that verifies the presence of media. (Robot
inventory does not inventory the data on the media.)

After you physically add, remove, or move volumes in a robot, use a robot inventory

to update the NetBackup volume configuration.

The following table describes the robot inventory options for the robotic libraries
that contain barcode readers and contain barcoded media.

Table 16-1 Robot inventory options

Inventory option

Description

Show contents

Queries the robot for its contents and displays the media in the selected robotic
library; does not check or change the EMM database.

See “About showing a robot's contents” on page 276.

For the robotic libraries without barcode readers (or that contain media without
barcodes), you can only show the contents of a robot. However, more detailed
information is required to perform automated media management. Use the
vmphyinv physical inventory utility to inventory such robots.

Compare contents with volume
configuration

Queries the robot for its contents and compares the contents with the contents
of the EMM database. This option does not change the database.

See “About comparing a robot's contents with the volume configuration”
on page 277.

Preview volume configuration
changes

Queries the robot for its contents and compares the contents with the contents
of the EMM database. If differences exist, it is recommended to change to the
NetBackup volume configuration.

See “About previewing volume configuration changes” on page 279.

Update volume configuration

Queries the robot for its contents; if necessary, updates the database to match
the contents of the robot. If the robot contents are the same as the EMM database,
no changes occur.

See “About updating the NetBackup volume configuration” on page 280.

When to inventory a robot

The following table describes the criteria to use to determine when to inventory a
robot and which options to use for the inventory.
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Robot inventory criteria

Action

Inventory option to use

To determine the contents of a
robot

Use the Show contents option to determine the media in a robot and possibly
their barcode numbers.

See “Showing the media in a robot” on page 277.

To determine if volumes were
moved physically within a robot

For the robots with barcode readers and the robots that contain media with
barcodes, use the Compare contents with volume configuration option.

See “Comparing media in a robot with the volume configuration” on page 278.

To add new volumes to a robot (a
new volume is one that does not
have a NetBackup media ID)

For any robot NetBackup supports, use the Update volume configuration option.
The update creates media IDs (based on barcodes or a prefix that you specify).

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

To determine whether new media
have barcodes before you add
them to NetBackup

Use the Preview volume configuration changes option, which compares the
contents of the robot with the NetBackup volume configuration information.

After you examine the results, use the Update volume configuration option to
update the volume configuration if necessary.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

To insert existing volumes into a
robot (an existing volume is one
that already has a NetBackup
media ID)

If the robot supports barcodes and the volumes have readable barcodes, use the
Update volume configuration option. NetBackup updates the residence
information to show the new robotic location. NetBackup also updates the robot
host, robot type, robot number, and slot location. Specify the volume group to which
the volume is assigned.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

If the robot does not support barcodes or the volumes do not contain readable
barcodes, move the volumes or use the physical inventory utility.

To move existing volumes
between robotic and standalone
(an existing volume is one that
already has a NetBackup media
ID)

If the robotic library supports barcodes and the volumes have readable barcodes,
use the Update volume configuration option. NetBackup updates the residence
information to show the new robotic or standalone location.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.
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Robot inventory criteria (continued)

Action

Inventory option to use

To move existing volumes within
arobot (an existing volume is one
that already has a NetBackup
media ID)

If the robot supports barcodes and the volumes have readable barcodes, use the
Update volume configuration option. NetBackup updates the residence
information to show the new slot location.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

If the robot does not support barcodes or if the volumes do not contain readable
barcodes, move the volumes or use the physical inventory utility.

To move existing volumes from
one robot to another (an existing
volume is one that already has a
NetBackup media ID)

If the robotic library supports barcodes and the volumes have readable barcodes,
use the Update volume configuration option. NetBackup updates the NetBackup
volume configuration information.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

If the robots do not support barcodes or the volumes do not contain readable
barcodes, move the volumes or use the physical inventory utility.

For either operation, perform the following updates:

» First move the volumes to standalone
= Then move the volumes to the new robot

If you do not perform both updates, NetBackup cannot update the entries and
writes an "Update failed" error.

To remove existing volumes from
arobot (an existing volume is one
that already has a NetBackup
media ID)

For any robot NetBackup supports, use the Update volume configuration option
to update the NetBackup volume configuration information.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

About showing a robot's contents

Show contents inventories the selected robotic library and generates a report.
This operation does not check or change the EMM database. Use this option to
determine the contents of a robot.

The contents that appear depend on the robot type.

The following table describes the report contents.

Note: On UNIX: If a volume is mounted in a drive, the inventory report lists the slot

from which the volume was moved to the drive.
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Table 16-3 Show contents description

Robot and media Report contents

The robot has a barcode reader and the robot | Shows if each slot has media and lists the
contains media with barcodes. barcode for the media.

The robot does not have a barcode reader or | Shows if each slot has media.
the robot contains media without barcodes.

API robot. Shows a list of the volumes in the robot.

See “Showing the media in a robot” on page 277.

Showing the media in a robot

Use the following procedure to show the media that is in a robot.
See “About robot inventory” on page 274.

See “Robot inventory options” on page 281.

To show the media in a robot

On the NetBackup web Ul, click Storage > Tape storage > Robots .

2 Select the robot you want to inventory.
3 On the Actions menu, click Inventory Robot.
4 In the Inventory operations , select Show contents.

Note: Ensure that correct Device host and Robot is selected.

5 Click Start to begin the inventory.

About comparing a robot's contents with the
volume configuration

Compare contents with volume configuration compares the contents of a robotic
library with the contents of the EMM database. Regardless of the result, the database
is not changed.
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Table 16-4 Compare contents description
Robot and media Report contents
The robot can read barcodes The report shows the differences between

the robot and the EMM database

The robot cannot read barcodes The report shows only whether a slot contains
a volume

If the media cave barcodes, this operation is
useful for determining if volumes have been
physically moved within a robot.

For API robots The media ID and media type in the EMM
database are compared to the information
that is received from the vendor’s robotic
library software.

If the results show that the EMM database does not match the contents of the
robotic library, perform the following actions:

= Physically move the volume.
= Update the EMM database.
See “About updating the NetBackup volume configuration” on page 280.

See “Comparing media in a robot with the volume configuration” on page 278.

Comparing media in a robot with the volume
configuration

Use the following procedure to compare the media in a robot with the EMM database.
See “About robot inventory” on page 274.

See “Robot inventory options” on page 281.

To compare media in a robot with the volume configuration

In the NetBackup web Ul, click Storage > Tape storage > Robots .

2 Select the robot that you want to inventory.
3 On the Actions menu, select Inventory Robot.
4 Inthe Inventory options, select Compare contents with volume

configuration.

5 Click Start to begin the inventory.
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About previewing volume configuration changes

Use this option to preview the changes before you update the EMM database. This
option lets ensure that all new media have barcodes before you add them to the
EMM database.

Note: If you preview the configuration changes first and then update the EMM
database, the update results may not match the results of the preview operation.
Possible causes may be the changes that occur between the preview and the
update. Changes can be to the state of the robot, to the EMM database, to the
barcode rules, and so on.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

Previewing volume configuration changes for a

robot

Use the procedure in this topic to preview any volume configuration changes for a
robot.

See “About previewing volume configuration changes” on page 279.
See “Robot inventory options” on page 281.

To preview the volume configuration changes for a robot

If necessary, add new volumes into the robotic library.

In the NetBackup web Ul, click Storage > Tape storage > Robots.
Select the robot you want to inventory.

On the Actions menu, select Inventory Robot.

a h~h WODN

On the Inventory operations, select Preview volume configuration changes.

Note: If you preview the configuration changes first and then update the EMM
database, the update results may not match the results of the preview operation.
Possible causes may be the changes that occur between the preview and the
update. Changes can be to the state of the robot, to the EMM database, to the
barcode rules, and so on.
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6 To change the default settings and rules that NetBackup uses to name and
assign attributes to new media, click Advanced options.

Note: Advanced options apply to only preview and update volume configuration
and hence enabled only when you select these operation options.

7 To inject any media that is in the media access port before the preview
operation, click Empty media access port prior to update.

8 Click Start to begin the inventory preview.

About updating the NetBackup volume
configuration

The Update volume configuration robot inventory option updates the database
to match the contents of the robot. If the robot contents are the same as the EMM
database, no changes occur.

For a new volume (one that does not have a NetBackup media ID), the update
creates a media ID. The media ID depends on the rules that are specified on the
Advanced options section.

See “Robot inventory options” on page 281.

For API robots, the update returns an error if the volume serial number or the media
ID contain unsupported characters.

For robots without barcode readers, the new media IDs are based on a media ID
prefix that you specify. Similarly, for volumes without readable barcodes, the new
media IDs are based on a media ID prefix that you specify

Robot inventory update returns an error if it encounters unsupported characters in
the volume serial number or media identifier from API robots.

See “Updating the NetBackup volume configuration with a robot's contents”
on page 280.

Updating the NetBackup volume configuration
with a robot's contents

Use the procedure in this topic to update the EMM database with the contents of
a robot.

See “About updating the NetBackup volume configuration” on page 280.
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See “Robot inventory options” on page 281.

To update the volume configuration with a robot's contents

If necessary, add new volumes into the robotic library.

Open the web Ul.

On the left, click Storage > Tape storage. Click the Robots tab.
Select the robot that you want to inventory.

Click Actions > Inventory robot.

O O A WON -

Select Update volume configuration.

Note: If you preview the configuration changes first and then update the EMM
database, the update results may not match the results of the preview operation.
Possible causes may be the changes that occur between the preview and the
update. Changes can be to the state of the robot, to the EMM database, to the
barcode rules, and so on.

7 To change the default settings and rules that NetBackup uses to name and
assign attributes to new media, click Advanced options.

8 Toinject any media that is in the media access port before the update operation,
click Empty media access port prior to update.

9 Click Start to begin the inventory update.

Robot inventory options

The following table shows the robot inventory options.

Table 16-5 Robot inventory options
Option Description
Advanced options Advanced options is active if Preview volume configuration changes or

Update volume configuration is selected.

This button opens the Advanced robot inventory options tab from which you
can configure more options.

See “Advanced options for robot inventory settings” on page 283.

Device host The Device host option is the host that controls the robot.
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Table 16-5 Robot inventory options (continued)

Option

Description

Empty media access port prior
to update

The Empty media access port prior to update operation is active only for the
robots that support that function.

To inject volumes in the robot’s media access port into the robot before you begin
the update, select Empty media access port prior to update.

The volumes to be injected must be in the media access port before the operation
begins. If you select Empty media access port prior to update and the media
access port is empty, you are not prompted to place volumes in the media access
port.

Note: If you use NetBackup to eject volumes from the robot, remove the volumes
from the media access port before you begin an inject operation. Otherwise, if
the inject port and eject port are the same, the ejected volumes may be injected
back into the robotic library.

Robot

Use the Robot option to select a robot to inventory.

If you selected a robot in the NetBackup web Ul, that robot appears in this field.

Show contents

Displays the media in the selected robotic library; does not check or change the
EMM database.

See “About showing a robot's contents” on page 276.

Compare contents with volume
configuration

Compares the contents of a robotic library with the contents of the EMM database
but does not change the database.

See “About comparing a robot's contents with the volume configuration”
on page 277.

Preview volume configuration
changes

Compares the contents of a robotic library with the contents of the EMM database.
If differences exist, it is recommended to change to the NetBackup volume
configuration.

See “About previewing volume configuration changes” on page 279.

Update volume configuration

Updates the database to match the contents of the robot. If the robot contents
are the same as the EMM database, no changes occur.

See “About updating the NetBackup volume configuration” on page 280.
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Table 16-6 Results pane

Option

Description

Show contents

Displays the contents of robot (Slot, Tape, Barcode).

Note: While you are running the robot inventory contents results
job, if the result is taking time, you can leave the page and return to
find while the complete result is displayed.

See “About showing a robot's contents” on page 276.

Compare contents

Displays the comparison between the Robot Contents (Slot, Tape,
and Barcode) and Volume Configuration (Media ID, and Barcode)
with the Mismatch Detected list.

See “About comparing a robot's contents with the volume
configuration” on page 277.

Preview volume
configuration
changes

Lists the proposed changes to EMM database Volume Configuration).
To update the volume configuration changes.

See “About previewing volume configuration changes” on page 279.

Update

Lists the updated changes as well as the actual changes performed,
along with the success message.

See “About updating the NetBackup volume configuration”
on page 280.

Download

In the case, the robot inventory result text is large (more than 100K
results) the web Ul shows the truncated data with an option to
download the text file.

Search

Allows a search for specific term/keyword in the results text.

Copy to clipboard

Allows to copy the results text to the clipboard.

Advanced options for robot inventory settings

The following advanced options are available for robot inventory.

Table 16-7 Advanced options for robot inventory settings

Option

Description

Media settings
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Advanced options for robot inventory settings (continued)

Option

Description

Existing media

Media which have been removed from the robot
should be assigned to the volume group options:

Default: If there is an existing group with a compatible
residence for the volume, the volume is added to that
group. If a suitable volume group does not exist,
NetBackup generates a new volume group name.
Auto-generate: NetBackup automatically generates
a new volume group.

No volume group: The media are not assigned to a
volume group.

Media which have been moved into or within the robot
should be assigned to the volume group options:

Default: Includes the volume groups that are valid for
the robot’s default media type.

Auto-generate: NetBackup automatically generates
a new volume group.

If the Media type is a value other than Default:
Includes the volume groups that are valid for the
specified media type. To specify a volume group other
than Default, select a volume group name from the
list.
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Table 16-7 Advanced options for robot inventory settings (continued)
Option Description
New media Use barcode rules

Specifies whether or not to use barcode rules to assign
attributes for new media. To enable barcode rule support
for API robots, add an API_BARCODE_RULES entry to
the vm. conf file.

Media type

Overrides your barcode rules for the new media in the
robotic library.

Volume pool

Overrides the default volume pool for the new media in
the robotic library.

Determine how to use a Media ID prefix:

= To not use a media ID prefix: Deselect the Use a
media ID prefix for media with unreadable
barcodes or if the robot does not support
barcodes option.

= To use a media ID prefix: Select the Use a media ID
prefix for media with unreadable barcodes or if
the robot does not support barcodes option.

= To use a specific media ID prefix for the current
session only: Select the Specify the media ID prefix
for the current session only option then enter the
media ID prefix. You can specify a prefix of one to five
alphanumeric characters. NetBackup assigns the
remaining numeric characters to create a six character
media ID.

NetBackup uses the prefix only for the current
operation.

= Media ID prefix support only A-Z, 0-9, ‘_’ characters.
Underscore ‘_’ not allowed as first character.

s Choose from the media ID prefix list (stored in
vm.conf file): Select this option and then enter the
prefix. Click Add to the list.

Barcode rules

Add

Click Add to add a new barcode rule.

See “Barcode rules settings” on page 287.

Media ID generation
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Table 16-7 Advanced options for robot inventory settings (continued)
Option Description
Add Media ID generation rules let you override the default

Media ID generation

media ID naming method. The default method generates
a media ID using the last six characters of the barcode.

Click Add to add a new rule.

See “Media ID generation options” on page 289.

media ID generation rules

For non-API robots only. Robot types are described in a different topic.

Use the Media ID generation option to configure the rules that override the default
naming method. To use media ID generation rules, the robot must support barcodes
and the robot cannot be an API robot.

To configure media ID generation rules

O O A WODN =

configuration.

Select the Device host.

Select the robot.

Open the NetBackup web UlI.
On the left, click Storage > Tape storage.

On the top right, click Actions > Inventory robots.

Click either Preview volume configuration changes or Update volume

7 Click on Advanced options. Then click Media ID generation.
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8 To configure the rules, do any of the following:

Add a rule Click Add and then configure the rule.

Edit a rule Locate the rule and click Edit.

You cannot change the robot number or barcode length of a rule.
To change those properties, first delete the old rule and then add a
rule.

Delete a rule Locate the rule and click Delete.

9 When you are finished configuring rules, click Save.

Note: If you click save on the individual rows does NOT save the rule, only
when the you clicks the dialog's save button are all the changes saved.

Barcode rules settings

The following table describes the settings you can configure for barcode rules.
NetBackup uses these rules to assign barcodes to new media.
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Table 16-8 Barcode rule settings

Barcode rule setting

Description

Barcode tag

A unique string of barcode characters that identifies the type of media.
For example, use DLT as the barcode tag for a barcode rule if the following is true:

= You use DLT on the barcodes to identify DLT tapes
s DLT is not used on any other barcodes in the robot

Similarly, if you use CLND for DLT cleaning media, use CLND as the barcode tag for
the rule for DLT cleaning media.

The barcode tag can have from 1 to 16 characters but cannot contain spaces.

The following are the special barcode rules that can match special characters in the
barcode tags:

= NONE
Matches when rules are used and volume has an unreadable barcode or the robot
does not support barcodes.

s Barcode rule names support only alphabets A-Z, numerics 0-9, special character
Underscore *_’ for barcode rule names. Underscore ‘_’ not allowed as first character.

You can change/edit a barcode tag of a barcode rule in the web UL.

Use the Media Settings tab to set up the criteria for a robot update.

Description

A description of the barcode rule. Enter from 1 to 25 characters.

Maximum mounts

The maximum number of mounts (or cleanings) that are allowed for the volume.

For data volumes, a value of zero means the volume can be mounted an unlimited
number of times.

For cleaning tapes, zero means that the cleaning tape is not used. It is recommended
that you use barcodes for the cleaning media that cannot be confused with barcodes
for data media. The media type to assign to the media.

Doing so can avoid a value of 0 for cleaning tapes.

Media type option

If media type selected is a cleaning tape then Volume pool is not selectable and set
to None.
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Table 16-8 Barcode rule settings (continued)

Barcode rule setting

Description

Volume pool

The volume pool for the new media. The actions depend on whether you use barcode
rules to assign media attributes.

Select from the following:
= DEFAULT

If DEFAULT is selected, NetBackup performs the following actions:
= If you use barcode rules, the barcode rules determine the volume pool to which
new volumes are assigned.
= If you do not use barcode rules, NetBackup assigns data tapes to the NetBackup
pool but does not assign cleaning tapes to a volume pool.
= A specific volume pool
This volume pool setting always overrides any barcode rules.

Media ID generation options

NetBackup uses rules to generate the IDs for media in robots. The default rule uses
the last six characters of the barcode label from the tape.

You can configure media ID generation rules to override the default rule. Control
how NetBackup creates media IDs by defining the rules that specify which characters
of a barcode label to use for the media ID.

The following subsections describe the media ID generation rule options.

The following list describes the media ID generation rule options:

Bar code length

The Barcode length is the number of characters in the barcode for tapes in the
robot.

You cannot change the barcode length of a rule. Rather, first delete the rule and
then add a new rule.

Media ID generation rule

A Media ID generation rule consists of a maximum of six colon-separate fields.
Numbers define the positions of the characters in the barcode that are to be
extracted. For example, the number 2 in a field extracts the second character
(from the left) of the barcode. You can specify numbers in any order.

To insert a specific character in a generated media idea, precede the character
by a pound sign (#). Any alphanumeric characters that are specified must be
valid for a media ID.

Use rules to create media IDs of many formats. Ensure that the media ID
generation rule generates a unique media ID.
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A media ID generation rule is a rule to convert a barcode (which can be up to
16 characters) into a media id (which is limited to 6 characters).

The rule allows you to specify literal characters, or character positions from the
original barcode.

Characters of the rule are separated by ":'. A number represents a character in
the barcode, starting at 1.

A '#' followed by a character represents a literal character.

For example, #A:3:2:1 would result in the letter A followed by the third, second,
and then first characters of * the volume's barcode.

No two rules can share both robot number and barcode length.

The table shows some examples of rules and the resulting media IDs.

Barcode on  Media ID generation rule Generated media ID
tape

032945L1 1:2:3:4:5:6 032945
032945L1 3:4:5:6:7 2945L
032945L1 #N:2:3:4:5:6 N32945
543106L1 #9:2:3:4 9431
543106L1 1:2:3:4:#P 5431P

Robot number
The number of the robot to which the rule applies.

You cannot change the robot number of a rule. Rather, first delete the rule and
then add a new rule.

Configure media settings

This procedure describes how to configure the attributes for existing and new media.

To configure media settings
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Open the NetBackup web UlI.

On the left, click Storage > Tape storage.

On the top right, click Actions > Inventory robots.
Select the Device host.

Select the robot.

Click either Preview volume configuration changes or Update volume
configuration.
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Click on Advanced options. Then click Media settings.

Configure the settings as follows:

a. In the Media which have been removed from the robot should be assigned
to the volume group list, select a volume group for the media that are removed
from the robot.

See “Advanced options for robot inventory settings” on page 283.

b. In the Media which have been moved into or within the robot should be
assigned to the volume group list, select a volume group for the media that
are in or are added to the robot.

See “Advanced options for robot inventory settings” on page 283.

c. If the robotic library supports barcodes and the volume has readable barcodes,
NetBackup creates media IDs automatically from the barcodes. You do not
need to configure a prefix.

However, if the media in the robotic library has unreadable barcodes or if the
robot does not support barcodes, NetBackup assigns a default media ID prefix.

To use a media ID prefix other than the Default, click Use the following Media
ID prefix field. Then, specify or choose a media ID prefix.

See “Advanced options for robot inventory settings” on page 283.

d. To use your barcode rules to assign attributes to new volumes, select Use
barcode rules.

See “Advanced options for robot inventory settings” on page 283.

e. To override your barcode rules for the new media in the robotic library, select
a Media type from the list.

See “Advanced options for robot inventory settings” on page 283.

f. To override the default volume pool for the new media in the robotic library,
select a Volume pool from the list.

See “Advanced options for robot inventory settings” on page 283.

9 Click Save.

About media type mapping rules

Applies to API robots only. Robot types are described in a different topic.

For API robots, NetBackup contains default mappings from a vendor's media types
to NetBackup media types. API robots are ACS robot types.
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Configure media type mappings

You can change the default mappings. Changes apply only to the current volume
configuration update.

You also can add media type mappings.

Note: You can write a barcode rule that contains the media types that are
incompatible with vendor media types. However, the robot inventory update may
assign NetBackup media types that are inconsistent with the vendor media types.
Avoid this problem by grouping barcode rules by media type.

media type mappings

Use the Media type mappings in the Advanced options for robot inventory to
configure the attributes for existing and new media.

See “About media type mapping rules” on page 291.

To configure media type mappings

Open the web UlI.

On the left, click Storage > Tape storage.

At the top right, click Actions > Inventory robot.

Select the Device host. Then select the Robot that you want to inventory.
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Click either Preview volume configuration changes or Update volume
configuration.

6 Click Advanced options and select Media type mappings.
The Media Type mappings are only available for if the Robot type is ACS.

The mappings that appear are only for the robot type that was selected for
inventory. The default mappings and any mappings that you added or changed
appear.

7 Locate the row that contains the robot-vendor media type mapping that you
want to change and click Edit.

Select a Media type from the list.
Click Save.
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This chapter includes the following topics:

About NetBackup tape volumes

About adding volumes

Add volumes

Volume properties

Edit volumes

About moving volumes

Move volumes

Delete a volume

About rules for moving volumes between groups
Changing the volume group assignment
Changing the media owner of a volume
Rescanning and updating barcodes
About barcode rules

Freezing or unfreezing a volume
Labeling a volume

Erase a volume

Suspending or unsuspending volumes
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About NetBackup tape volumes

A tape volume is a data storage tape or a cleaning tape. NetBackup assigns
attributes to each volume and uses them to track and manage the volumes.
Attributes include the media ID, robot host, robot type, robot number, and slot
location.

NetBackup uses two volume types, as follows:

Robotic volumes Volumes that are located in a robot.

The robotic library moves the volumes into and out from the
robotic drives as necessary.

Standalone volumes Volumes that are allocated for the drives that are not in a robot.

Operator intervention is required to load volumes into and eject
volumes from standalone drives.

NetBackup uses volume pools to organized volumes by usage.
See “About NetBackup volume pools” on page 307.

Volume information is stored in the EMM database.

About adding volumes

Adding volumes is a logical operation that assigns NetBackup attributes to physical
media. The media can reside in storage devices already, or you can add them to
the storage devices when you add them to NetBackup. How you add volumes
depends on the type of volume: robotic or standalone.

NetBackup uses the rules to assign names and attributes to volumes.

Add volumes

Use this procedure to add a new volume.

Be careful when you specify properties. You cannot change some properties later,
such as the media ID or type. If you specify them incorrectly, you must delete the
volume and add it again.

Open the NetBackup web UL.

N

Click Storage > Tape storage.

w

Click the Volumes tab.
Click Add volume.

SN
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5 Specify the properties for the volumes.
The properties that appear in the dialog box vary.
See “Volume properties” on page 295.

6 Click Save.

If the robot has a barcode reader, NetBackup performs the following actions:

= Adds the volume to the EMM database using the specified media ID.

» Reads the barcode of each new volume.

= Adds the barcodes as attributes in the EMM database.

Volume properties

Volume properties describes the properties for volumes in NetBackup. The properties

depend on whether you add, change, or move volumes.

The properties are arranged alphabetically.

Table 17-1 Volume properties

Property

Description

Operation

Device host

The name of the NetBackup media server to which the robot is attached.

Add, move

Expiration date

The following does not apply to cleaning tapes.
The date after which the volume is too old to be reliable.

When the expiration date has passed, NetBackup reads data on the volume but
does not mount and write to the volume. You should exchange it for a new volume.

When you add a new volume, NetBackup does not set an expiration date.

The expiration date is not the same as the retention period for the backup data on
the volume. You specify data retention periods in the backup policies.

Change

First media ID

This property appears only if the number of volumes is more than one.

The ID of the first volume in the range of volumes. Media IDs need to be exactly
6 characters. Valid only when you add a range of volumes.

Use the same pattern that you chose in the Media ID naming style box. NetBackup
uses the pattern to name the remaining volumes by incrementing the digits.

NetBackup allows specific characters in names.

Add
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Table 171 Volume properties (continued)
Property Description Operation
First slot number | The number of the first slot in the robot in which the range of volumes resides. If | Add, move
you add or move more than one media, NetBackup assigns the remainder of the
slot numbers sequentially.
Note: You cannot enter slot information for volumes in an API robot. The robot
vendor tracks the slot locations for API robot types.
Maximum The maximum number of times NetBackup should mount the volume or use the | Add
cleanings cleaning tape.
To determine the maximum mount limit to use, consult the vendor documentation
for information on the expected life of the volume.
Maximum mounts | The following topic does not apply to cleaning tapes. Add, change
The Maximum mounts property specifies the number of times that the selected
volumes can be mounted.
When the limit is reached, NetBackup reads data on the volume but does not mount
and write to the volume.
A value of zero (the default) is the same as Unlimited.
To help determine the maximum mount limit, consult the vendor documentation
for information on the expected life of the volume.
Media description | A description of the media, up to 25 character maximum. Add, change
NetBackup allows specific characters in names.
Media ID This property appears only if the number of volumes is one. Add, change
The ID for the new volume. Media IDs must be exactly 6 characters.
Media IDs for an API robot must match the barcode on the media (for API robots,
NetBackup supports barcodesof 6 characters). Therefore, obtain a list of the
barcodes before you add the volumes. Obtain this information through a robotic
inventory or from the robot vendor’s software.
NetBackup allows specific characters in names.
Media ID naming | The style to use to name the range of volumes. Media IDs must be exactly 6 Add

style

characters in length. Using the pattern, NetBackup names the remaining volumes
by incrementing the digits.

NetBackup media IDs for an API robot must match the barcode on the media. For
API robots, NetBackup supports barcodes from 1 to 6 characters. Therefore, obtain
a list of the barcodes before you add the volumes. Obtain this information through
a robotic inventory or from the robot vendor’s software.

NetBackup allows specific characters in names.
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Table 171 Volume properties (continued)
Property Description Operation
Media type The media type for the volume to add. Add
Select the type from the drop-down list.
Number of The number of volumes to add. For a robotic library, enough slots must exist for | Add
volumes the volumes.
Robot The robotic library to add or move the volumes to. Add, move
To add volumes for a different robot, select a robot from the drop-down list. The
list shows robots on the selected host that can contain volumes of the selected
media type.
Volume group If you specified a robot, select from a volume group already configured for that | Add, move
robot. Alternatively, enter the name for a volume group; if it does not exist,
NetBackup creates it and adds the volume to it.
If you do not specify a volume group (you leave the volume group blank), the
following occurs:
= Standalone volumes are not assigned to a volume group.
= NetBackup generates a name for robotic volumes by using the robot number
and type. For example, if the robot is a TLD and has a robot number of 50, the
group name is 000_00050_TLD.
See “About NetBackup volume groups” on page 311.
See “About rules for moving volumes between groups” on page 300.
Volume is in a When you add a volume: Add, move

robotic library

n If the volume is in a robot, select Volume is in a robotic library.

= If the volume is a standalone volume, do not select Volume is in a robotic
library.

When you move a volume:

= Toinject a volume into a robotic library, select Volume is in a robotic library.
Then, select a robot and the slot number (First slot number) for the volume.
= To eject a volume from a robot, clear Volume is in a robotic library.
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Table 171 Volume properties (continued)
Property Description Operation
Volume pool The pool to which the volume or volumes should be assigned. Add, change

Select a volume pool you created or one of the following standard NetBackup
pools:

= None.

s NetBackup is the default pool name for NetBackup.

= DataStore is the default pool name for DataStore.

s CatalogBackup is the default pool name used for NetBackup catalog backups
of policy type NBU-Catalog.

When the images on a volume expire, NetBackup returns it to the scratch volume

pool if it was allocated from the scratch pool.

See “About NetBackup volume pools” on page 307.

Volumes to move | The Volumes to move section of the dialog box shows the media IDs of the Move
volumes that you selected to move.

Edit volumes

You can change some of the properties of a volume, including the volume pool.
To change volume properties

Open the NetBackup web UL.

Click Storage > Tape storage.

Click the Volumes tab.

Locate and select the volume. Click Edit.
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Change the properties for the volume.
See “Volume properties” on page 295.

6 Click Update.

About moving volumes

When you move volumes in or out of a robotic library or from one robot to another,
move the volumes physically and logically, as follows:

= Physically move volumes by inserting or by removing them. For some robot
types, use the NetBackup inject and eject options.
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= Logically move volumes using NetBackup, which updates the EMM database
to show the volume at the new location.

When you move volumes from one robotic library to another robotic library, perform
the following actions:

= Move the volumes to stand alone as an intermediate step.
= Move the volumes to the new robotic library.

The following types of logical moves are available:

= Move single volumes.

= Move multiple volumes.

= Move combinations of single and multiple volumes.

= Move volume groups.

You cannot move volumes to an invalid location.

It is recommended that you perform moves by selecting and by moving only one
type of media at a time to a single destination.

The following are several examples of when to move volumes logically:

= When a volume is full in a robotic library and no slots are available for new
volumes in the robotic library. Move the full volume to stand alone, remove it
from the robot, then configure a new volume for the empty slot or move an
existing volume into that slot. Use the same process to replace a defective
volume.

= Moving volumes from a robotic library to an off-site location or from an off-site
location into a robotic library. When you move tapes to an off-site location, move
them to stand alone.

= Moving volumes from one robotic library to another (for example, if a library is
down).

= Changing the volume group for a volume or volumes.

See “About NetBackup volume groups” on page 311.

Move volumes

If you move a volume to a robotic library that has a barcode reader, NetBackup
updates the EMM database with the correct barcode.

1 Open the NetBackup web UL
2 Click Storage > Tape storage.
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Click the Volumes tab.
Select the desired volumes from the list and click Move.
Specify the properties for the move.

If you move a single volume, the dialog box entries show the current location
of the volume.

See “Volume properties” on page 295.

Click Confirm.

Delete a volume

You can delete volumes from the NetBackup configuration.

For example, if any of the following situations apply, you may want to delete the
volume:

A volume is no longer used and you want to recycle it by relabeling it with a
different media ID.

A volume is unusable because of repeated media errors.

A volume is past its expiration date or has too many mounts, and you want to
replace it with a new volume.

A volume is lost and you want to remove it from the EMM database.

After a volume is deleted, you can discard it or add it back under the same or a
different media ID.

To delete volumes

1
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Before you delete and reuse or discard a volume, ensure that it does not have
any important data. You cannot delete NetBackup volumes if they are assigned.

Open the NetBackup web UL.

Click Storage > Tape storage.

Click the Volumes tab.

Select the desired volume from the volumes list and click Delete.
Click Confirm.

Remove the deleted volume or volumes from the storage device.

About rules for moving volumes between groups

The following are the rules for moving volumes between groups:
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The target volume group must contain the same type of media as the source
volume group. If the target volume group is empty: The successive volumes
that you add to it must match the type of media that you first add to it.

All volumes in a robotic library must belong to a volume group. If you do not
specify a group, NetBackup generates a new volume group name by using the
robot number and type.

More than one volume group can share the same location. For example, a
robotic library can contain volumes from more than one volume group and you
can have more than one standalone volume group.

All members of a group must be in the same robotic library or be standalone.
That is, if volume group already exists in another robotic library, you cannot add
it (or part of it) to a robotic library.

See “About NetBackup volume groups” on page 311.

See “About moving volumes” on page 298.

Changing the volume group assignment

If you move a volume physically to a different robot, change the group of the volume
to reflect the move.

See “About rules for moving volumes between groups” on page 300.

To change the group of a volume
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Open the NetBackup web UL.

Click Storage > Tape storage.

Click the Volumes tab.

Select the volumes that you want to change the volume group assignment for.
Click Change volume group.

For the Volume group, enter the name of the new volume group. Or, select
a name from the list.

Click Confirm.

The name change is reflected in the volume list entry for the selected volumes.
If you specified a new volume group (which creates a new volume group), the
group appears under Volume groups.

Changing the media owner of a volume

You can change the media server or server group that owns the volume.
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See “About NetBackup server groups” on page 258.
To change the owner of a volume

Open the NetBackup web Ul.

Click Storage > Tape storage.

Click the Volumes tab.

Select the volume that you want to change.

Click Change media owner.
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From the Media server list, select a media owner.

Only the volumes that belong to a server group display in the list.

7 Click Confirm.

Rescanning and updating barcodes

Use the following procedure to rescan the media in a robot and to update NetBackup
with the barcodes.

Note: Rescan and update barcodes does not apply to volumes in API robot types.

To rescan barcodes and update the EMM database
Open the NetBackup web UL.

Click Storage > Tape storage.

Click the Volumes tab.

Select the volumes you want to rescan and update.
Click Rescan/update barcodes.

Click Start.
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The results of the update display in the Results section.

About barcode rules

A barcode rule specifies criteria for assigning attributes to new robotic volumes.
NetBackup assigns these attributes by using the barcode for the volume that the
robotic library provides and your barcode rules.

In NetBackup, you choose whether to use barcode rules when you set up the robot
inventory update operation. The barcode rules are stored on the primary server.
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Note: NetBackup does not use barcode rules if a volume already uses a barcode.

Freezing or unfreezing a volume

NetBackup freezes volumes under certain circumstances. Use the following
procedure to manually freeze or unfreeze a volume.

To freeze or unfreeze a volume

Open the NetBackup web Ul.

Click Storage > Tape storage.

Click the Volumes tab.

Select the volume that you want to freeze or unfreeze.
Click Freeze or Unfreeze.

Click Confirm.
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Labeling a volume

If a volume contains valid NetBackup images, deassign the volume so that it can
be labeled.

If you want to label media and assign specific media IDs (rather than allow
NetBackup to assign IDs), use the bplabel command.

Note: If you label a volume, NetBackup cannot restore or import the data that was
on the media after you label it.

To label a volume

1 Open the NetBackup web UL

Click Storage > Tape storage.

Click the Volumes tab.

Select a volume that you want to label.

Click Label.
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6 Specify the following properties for the label operation.

Media server Enter name of the media server that controls the drive
to write the label.

Verify media label before  Select this option to verify that the media in the drive is
performing action the expected media.

To overwrite any existing labels on the media, do not
select Verify media label before performing action.

7 Click Confirm.

Erase a volume

You can erase the data on a volume if the following are true:

= The volume is not assigned.

= The volume contains no valid NetBackup images.

= A single volume is selected to erase.

After NetBackup erases the media, NetBackup writes a label on the media.

If you erase the media, NetBackup cannot restore or import the data on the media.

Note: NetBackup does not support erase functions on NDMP drives.

The following table describes the types of erase.

Table 17-2 Types of erase

Type of erase | Description

Long erase Rewinds the media and the data is overwritten with a known data
pattern. A SCSI long erase is also called a secure erase because it
erases the recorded data completely.

Note: A long erase is a time-consuming operation and can take as
long as 2 hours to 3 hours. For example, it takes about 45 minutes to
erase a 4-mm tape on a standalone drive.
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Table 17-2 Types of erase (continued)

Type of erase | Description

Quick erase Rewinds the media and an erase gap is recorded on the media. The

format of this gap is drive dependent. It can be an end-of-data (EOD)
mark or a recorded pattern that the drive does not recognize as data.

Some drives do not support a quick erase (such as QUANTUM
DLT7000). For the drives that do not support a quick erase, the new
tape header that is written acts as an application-specific quick erase.

To erase a volume

1
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If a volume contains valid NetBackup images, deassign the volume so
NetBackup can label it.

Open the NetBackup web UL.

Click Storage > Tape storage.

Click the Volumes tab.

Select a volume that you want to erase.

Click Quick erase or Long erase.

Specify the name of the media server to initiate the erase operation.

To overwrite any existing labels on the media, do not select Verify media label
before performing action.

Click Confirm if you are certain you want to start the erase action.

If you selected Verify media label before performing operation and the
actual volume label does not match the expected label, the media is not erased.

Suspending or unsuspending volumes

You cannot use a suspended volume for backups until retention periods for all
backups on it have expired. At that time, NetBackup deletes the suspended volume
from the NetBackup media catalog and unassigns it from NetBackup.

A suspended volume is available for restores. If the backups have expired, import
the backups first.

To suspend or unsuspend media

1
2
3

Open the NetBackup web Ul.
Click Storage > Tape storage.

Click the Volumes tab.
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4 Select the volumes that you want to suspend or unsuspend.
5 Click Suspend or Unsuspend.
6 Click Confirm.
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This chapter includes the following topics:
= About NetBackup volume pools

= Adding or deleting a volume pool

= Editing the volume pool

= Volume pool properties

About NetBackup volume pools

A volume pool identifies a set of volumes by usage. Volume pools protect volumes
from access by unauthorized users, groups, or applications. When you add media
to NetBackup, you assign them to a volume pool (or assign them as standalone
volumes, without a pool assignment).

By default, NetBackup creates the following volume pools:

NetBackup The default pool to which all backup images are written (unless you
specify otherwise).

DataStore For DataStore use.

CatalogBackup For NetBackup catalog backups.

Catalog backup volumes are not a special type in NetBackup. They
are the data storage volumes that you assign to the CatalogBackup
volume pool. To add NetBackup catalog backups, use any of the add
volume methods. Ensure that you assign them to the volume pool
you use for catalog backups. After adding volumes, use the
NetBackup Catalog Backup wizard to configure a catalog backup
policy.

None For the volumes that are not assigned to a pool.
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You can add other volume pools. For example, you can add a volume pool for each
storage application you use. Then, as you add volumes to use with an application,
you assign them to that application’s volume pool. You can also move volumes
between pools.

You also can configure a scratch pool from which NetBackup can transfer volumes
when a volume pool has no volumes available.

The volume pool concept is relevant only for tape storage units and does not apply
to disk storage units.

You can use any of the approved characters for volume pool names.

NetBackup uses several special prefixes for volume pool names.

Adding or deleting a volume pool

Use this procedure to add a new volume pool.

To add a volume pool

1 Onthe NetBackup web Ul, click Storage > Tape storage > Volume pools.

2 Click New volume pool to add a volume pool.

3 Inthe New volume pool dialog box, specify the properties for the volume pool.
See “Volume pool properties” on page 309.

4  Add volumes to the pool by adding new volumes to NetBackup or by changing
the pool of existing volumes.

You cannot delete any of the following pools:

= A volume pool that contains volumes

= The NetBackup volume pool

= The None volume pool

= The default CatalogBackup volume pool

= The DataStore volume pool

Use this procedure to delete a volume pool.

To delete a volume pool

1 On the NetBackup web Ul, click Storage > Tape storage > Volume pools.
2 Select one or more volume pools from the Volume pools list.

3 Ensure that the volume pool is empty. If the pool is not empty, change the pool
name for any volumes in the pool. If the volumes are not needed, delete them.
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From the Actions menu, click Delete.

5 Click Confirm or Cancel in the confirmation dialog box.

Editing the volume pool

Use this procedure to change the properties of a volume pool. The properties you
can change include the pool type (scratch pool or catalog backup pool).

To edit a volume pool

1

In the NetBackup web Ul, in the left pane, select Storage > Tape storage >
Volume pools.

Select a pool in the Volume pools list.
Click Edit .
In the Edit Volume pool dialog box, change the attributes for the volume pool.

See “Volume pool properties” on page 309.

Volume pool properties

You can specify various properties for a volume pool.

Table 18-1 Volume pool properties

Property

Description

Catalog backup pool

Select this option to use this volume pool for catalog backups. This check box creates
a dedicated catalog backup pool to be used for NBU-Catalog policies. A dedicated
catalog volume pool facilitates quicker catalog restore times.

Multiple catalog backup volume pools are allowed.

Description

Provides a brief description of the volume pool.

Maximum number of
partially full media

Does not apply to the None pool, catalog backup pools, or scratch volume pools.

Specifies the number of partially full media to allow in the volume pool for each of the
unique combinations of the following in that pool:

= Robot

= Drive type

= Retention level

The default value is zero, which does not limit the number of full media that are allowed
in the pool.
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Table 18-1 Volume pool properties (continued)
Property Description
Prefer span to scratch Specifies how NetBackup should select additional media when tape media operations

span multiple media. When this parameter is set to yes (default) if a job spans to new
media, NetBackup selects media from the scratch pool. NetBackup takes this action
instead of using partially full media from the backup volume pool. When this parameter
is set to no, NetBackup attempts to select partially full media from the backup volume
pool to complete the specified operation. The no setting lets NetBackup use partially
full media in the backup volume pool instead of always spanning to a scratch tape. Set
the maximum number of partially full media option with the vmpool -create orthe
vmpool -update command.

Pool name The Pool name is the name for the new volume pool. Volume pool names are
case-sensitive and can be up to 20 characters.

Scratch pool Specifies that the pool should be a scratch pool.

It is recommended that you use a descriptive name for the pool and use the term
scratch pool in the description.

Add sufficient type and quantity of media to the scratch pool to service all scratch media
requests that can occur. NetBackup requests scratch media when media in the existing
volume pools are allocated for use.

In NetBackup there can be only one scratch pool
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This chapter includes the following topics:
= About NetBackup volume groups
= Moving a volume group

= Deleting a volume group

About NetBackup volume groups

A volume group identifies a set of volumes that reside at the same physical location.
The location can be either the robot in which the volumes reside, standalone storage,
or off-site storage if you use the NetBackup Vault option.

When you add media to NetBackup, NetBackup assigns all volumes in a robot to
that robot's volume group. Alternatively, you can assign the media to a different
group.

Volume groups are convenient for tracking the location of volumes, such as the
case when a volume is moved off site. Volume groups let you perform operations
on a set of volumes by specifying the group name rather than each individual media
ID of each volume. Operations include moves between a robotic library and a
standalone location or deletions from NetBackup.

If you move a volume physically, you also must move it logically. A logical move
means to change the volume attributes to show the new location.

The following are the rules for assigning volume groups:

= All volumes in a group must be the same media type.

However, a media type and its corresponding cleaning media type are allowed
in the same volume group (such as DLT and DLT_CLN).

= All volumes in a robotic library must belong to a volume group.
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You cannot add volumes to a robotic library without specifying a group or having
Media Manager generate a name for the group.

The only way to clear a volume group name is to move the volume to standalone
and not specify a volume group.

More than one volume group can share the same location.
For example, a robotic library can contain volumes from more than one volume
group and you can have more than one standalone volume group.

All volumes in a group must be in the same robotic library or be standalone.
That is, you cannot add a group (or part of a group) to a robotic library if it already
exists in another robotic library.

Examples of volume group usage are available.

Moving a volume group

You can move a volume group from a robotic library to standalone storage or from
standalone storage to a robotic library.

Moving a volume group changes only the residence information in the EMM
database. You must move the volumes physically to their new locations.

To move a volume group

A WO DN

In the NetBackup web Ul, click Storage >Tape storage > Volume groups.
In the right pane, select the volume group that you want to move.
On the Actions menu (Kebab menu icon), select Move.

In the Web UlI, if you are moving a volume group to a robotic library, in the
Move volume group dialog box, select Device Host and Robot. Then click
Confirm. If you are moving a volume group to standalone, in the dialog box,
nothing needs to be selected. Just click Confirm.

You can only specify the properties that apply for the move type.

Property Description

Destination The destination for the move, as follows:

= If you move the volume group from a robotic library, Standalone
is selected as the destination.

= If you move the volume group from standalone, Robot is selected
as the destination.

Device host The host that controls the robotic library.
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Property Description
Robot The destination robotic library.

Volume group  The volume group to move.

Displays "---" when you move standalone volumes.

After you move the volume group logically, physically move the volumes to
their new locations.

Deleting a volume group

Use the following procedure to delete a volume group.

To delete a volume group

1

o O A~ W

In the NetBackup web Ul, in the left pane, expand Storage > Tape storage
> volume group.

In the volumes list, verify that all of the volumes in the group are unassigned.
You cannot delete the group until the application unassigns the volumes. If the
Time assigned column contains a value, the volume is assigned.

Select one or more volume groups to delete.
From the Actions menu (Kebab menu icon), select Delete.
In the confirmation dialog box, confirm the action.

Remove the deleted volumes from the storage device.

Note: After deleting a volume group, it deletes volumes in the volume groups




Staging backups

This chapter includes the following topics:

About staging backups

About basic disk staging

Create a BasicDisk storage unit with disk staging

Disk staging storage unit size and capacity

Finding potential free space on a BasicDisk disk staging storage unit

Schedule settings for disk staging

About staging backups

In the staged backups process, NetBackup writes a backup to a storage unit and
then duplicates it to a second storage unit. Eligible backups are deleted on the initial
storage unit when space is needed for more backups.

This two-stage process allows a NetBackup environment to leverage the advantages
of disk-based backups for recovery in the short term.

Staging also meets the following objectives:

Allows for faster restores from disk.
Allows the backups to run when tape drives are scarce.

Allows the data to be streamed to tape without image multiplexing.

NetBackup offers the following methods for staging backups.
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Table 20-1 Methods for staging backups

Staging method

Description

Basic disk staging

Basic disk staging consists of two stages. First, data is stored on the initial storage unit
(disk staging storage unit). Then, per a configurable relocation schedule, data is copied
to the final location. Having the images on the final destination storage unit frees the
space on the disk staging storage unit as needed.

See “About basic disk staging” on page 315.

The following storage unit types are available for basic disk staging: BasicDisk and
tape.

Staging using the Storage
lifecycle policies utility

Staged backups that are configured within the Storage lifecycle policies utility also
consist of two stages. Data on the staging storage unit is copied to a final destination.
However, the data is not copied per a specific schedule. Instead, the administrator can
configure the data to remain on the storage unit until either a fixed retention period is
met, or until the disk needs additional space, or until the data is duplicated to the final
location.

No BasicDisk or disk staging storage unit can be used in an SLP.

About basic disk staging

Basic disk staging is conducted in the following stages.

Table 20-2 Basic disk staging

Stage | Description

Stage | | Clients are backed up by a policy. The Policy storage selection in the policy indicates a storage unit that

has a relocation schedule configured. The schedule is configured in the staging schedule settings.

Stage Il | Images are copied from the Stage | disk staging storage unit to the Stage Il storage unit. The relocation

needed.

schedule on the disk staging storage unit determines when the images are copied to the final destination.
Having the images on the final destination storage unit frees the space on the disk staging storage unit as

The image continues to exist on both the disk staging storage unit and the final
destination storage units until the image expires or until space is needed on the
disk staging storage unit.

When the relocation schedule runs, NetBackup creates a data management job.
The job looks for any data that can be copied from the disk staging storage unit to
the final destination. The job details in the Activity monitor identify the job as one
associated with basic disk staging. The jobs list displays Disk Staging in the job’s
Data movement field.
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When NetBackup detects a disk staging storage unit that is full, it pauses the backup.
Then, NetBackup finds the oldest images on the storage unit that successfully
copied onto the final destination. NetBackup expires the images on the disk staging
storage unit to create space.

Note: The basic disk staging method does not support backup images that span
disk storage units.

To avoid spanning storage units, do not use Checkpoint restart on a backup policy
that writes to a storage unit group that contains multiple disk staging storage units.

Create a BasicDisk storage unit with disk staging

When you configure a BasicDisk storage unit with disk staging, data is stored on
the initial storage unit (disk staging storage unit). Then, per a configurable relocation
schedule, data is copied to the final location. Having the images on the final
destination storage unit frees the space on the disk staging storage unit as needed.

To create a BasicDisk storage unit with disk staging

Click Storage > Storage units.

2 Click Add.
3 Select BasicDisk. Then click Start.
4 Select the basic properties for the storage unit.

Type a Name for the storage unit.

Enter the number of Maximum concurrent
jobs that are allowed to write to this
storage unit at one time.

Enter a High water mark value. The high water mark works differently for
the BasicDisk disk type. NetBackup
assigns new jobs to a BasicDisk disk
staging storage unit, even if it is over the
indicated high water mark. For BasicDisk,
the high water mark is used to prompt the
deletion of images that have been
relocated.

Note: The Low water mark setting does
not apply to disk staging storage units.

5 Click Next.
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For the staging schedule, select the option Enable temporary staging area.
Below Staging schedule, click Add.
The schedule name defaults to the storage unit name.
Configure the schedule settings.
See “Schedule settings for disk staging” on page 320.
8 Click Save to save the disk staging schedule.
9 Click Next.
10 Select a media server.
11 Browse or specify the absolute path to the directory to be used for storage.
12 Select whether this directory can reside on the root file system or system disk.
13 Click Next.

14 Review the settings for the storage unit and then click Save.

Disk staging storage unit size and capacity

To take advantage of basic disk staging requires that the NetBackup administrator
understand the life expectancy of the image on the Stage | storage unit.

The size and use of the file system of the Stage | storage unit directly affects the
life expectancy of the image before it is copied to the Stage Il storage unit. It is
recommended a dedicated file system for each disk staging storage unit.

Consider the following example: A NetBackup administrator wants incremental
backups to be available on disk for one week.

Incremental backups are done Monday through Saturday, with full backups done
on Sunday. The full backups are sent directly to tape and do not use basic disk
staging.

Each night’s total incremental backups are sent to a disk staging storage unit and
average from 300 MB to 500 MB. Occasionally a backup is 700 MB. Each following
day the relocation schedule runs on the disk staging storage unit and copies the
previous night’s incremental backups to the final destination, a Media Manager
(tape) storage unit.

The following items give more information about determining disk size for a basic
disk staging storage unit.
Minimum disk size

The minimum disk size is the smallest size that is required for the successful
operation of the disk staging logic.
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The minimum size must be greater than or equal to the largest combined size of
the backups that are placed on the storage unit between runs of the disk staging
schedule. (In our example, the disk images remain on the disk for one week.)

In this example, the relocation schedule runs nightly, and the largest nightly backup
is 700 MB. It is recommended that you double this value to allow for any problems
that may occur when the relocation schedule runs. To double the value gives the
administrator an extra schedule cycle (one day) to correct any problems.

To determine the minimum size for the storage unit in this example, use the following
formula:

Minimum size = Max data per cycle x (1 cycle + 1 cycle for safety)

For example: 1.4 GB =700 MB x (1+1)

Average disk size

The average disk size represents a good compromise between the minimum and
the maximum sizes.

In this example, the average nightly backup is 400 MB and the NetBackup
administrator wants to keep the images for one week.

To determine the average size for the storage unit in this example, use the following
formula:

Average size = Average data per cycle x (number of cycles to keep data + 1 cycle
for safety)

28GB=400MB x (6 + 1)

Maximum disk size

The maximum disk size is the recommended size needed to accommodate a certain
level of service. In this example, the level of service is that disk images remain on
disk for one week.

To determine the maximum size for the storage unit in this example, use the following
formula:

Maximum size = Max data per cycle x (# of cycles to keep data + 1 cycle for safety)
For example: 4.9 GB =700 MB x (6 + 1)

Finding potential free space on a BasicDisk disk
staging storage unit

Potential free space is the amount of space on a disk staging storage unit that
NetBackup could free if extra space on the volume is needed. The space is the
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total size of the images that are eligible for expiration plus the images ready to be
deleted on the volume.

To find the potential free space on a BasicDisk storage unit, use the bpstulist
and the nbdevquery commands as follows:

s Runbppstulist -label to find the disk pool name.

Note that the name of the storage unit and disk pools are case-sensitive. In the
case of BasicDisk storage units, the name of the disk pool is the same as the
name of the BasicDisk storage unit. In the following example, the name of the
storage unit is NameBasic:

bpstulist -label basic

NameBasic 0 serverl 0 -1 -1 1 0 "C:\" 1 1 524288 *NULL* 0 1 0 98 80 0 NameBasic serverl

= Run the nbdevquery command to display the status for the disk pool, including
the potential free space.
Use the following options, where:

-stype server_type Specifies the vendor-specific string that
identifies the storage server type. For a
BasicDisk storage unit, enter BasicDisk.

-dp Specifies the disk pool name. For a basic
disk type, the disk pool name is the name
of the BasicDisk storage unit.

So the complete command might look like the following.
nbdevquery -listdv -stype BasicDisk -dp NameBasic -D
The value is listed as potential_free_space.

Disk Volume Dump

name : <Internal 16>

id : <C:\>

diskpool : <NameBasic::serverl::BasicDisk>
disk media id : <QRaaaaf>

total capacity : 0

free space
potential free space:
committed space
precommitted space

nbu_state

o N O O O O

sts_state
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flags : 0x6

num_read mounts : 0

max_read mounts : 0

num write mounts H

max write mounts H

system tag : <Generic disk volume>

Schedule settings for disk staging

The following settings are available when you create a disk staging schedule.

Table 20-3 The Attributes tab settings
Attribute Description
Name The schedule Name defaults to the name of the storage unit.

Priority of relocation jobs
started from this schedule

The Priority of relocation jobs started from this schedule field indicates the priority
that NetBackup assigns to relocation jobs for this policy. Range: 0 to 99999 (highest
priority). The default value that is displayed is the value that is set in the Default job
priorities host properties for the Staging job type.

Multiple copies

Creates multiple copies of backups. NetBackup can create up to four copies of a backup
simultaneously.

When this setting is enabled, Final destination volume pool and Final destination
media ownership are disabled.

Final destination storage
unit

If the schedule is a relocation schedule, a Final destination storage unit must be
indicated. (A relocation schedule is created as part of a basic disk staging storage unit
configuration.) A Final destination storage unit is the name of the storage unit where
the images reside after a relocation job copies them.

To copy images to tape, NetBackup uses all of the drives available in the Final
destination storage unit. However, the Maximum concurrent write drives setting
for that storage unit must be set to reflect the number of drives. The setting determines
how many duplication jobs can be launched to handle the relocation job.

NetBackup continues to free space until the Low water mark is reached.

See “About staging backups” on page 314.

Final destination volume
pool

If the schedule is a relocation schedule, a Final destination volume pool must be
indicated. (A relocation schedule is created as part of a basic disk staging storage unit
configuration.) A Final destination volume pool is the volume pool where images are
swept from the volume pool on the basic disk staging storage unit.

See “About staging backups” on page 314.
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Table 20-3 The Attributes tab settings (continued)

Attribute

Description

Final destination media
owner

If the schedule is a relocation schedule, a Final destination media owner must be
indicated. (A relocation schedule is created as part of a basic disk staging storage unit
configuration.) A Final destination media owner is the media owner where the images
reside after a relocation job copies them.

Specify one of the following:

= Any lets NetBackup choose the media owner. NetBackup chooses a media server
or a server group (if one is configured).

= None specifies that the media server that writes the image to the media owns the
media. No media server is specified explicitly, but you want a media server to own
the media.

Schedule type

Calendar
Frequency

If the backups that use a disk staging storage unit run more frequently than expected,
compare the retention level 1 setting with the Frequency setting. Internally, NetBackup
uses the retention level 1 setting for scheduling purposes with disk staging storage
units.

Make sure that the frequency period is set to make the backups occur more frequently
than the retention level 1 setting indicates. (The default is two weeks.)

For example, a frequency of one day and a retention level 1 of 2 weeks should work
well. Retention levels are configured in the Retention periods host properties.
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Table 20-3 The Attributes tab settings (continued)

Attribute

Description

Use alternate read server

An alternate read server is a server allowed to read a backup image originally written
by a different media server.

The path to the disk or directory must be identical for each media server that is to
access the disk.

If the backup image is on tape, the media servers must share the same tape library or
the operator must find the media.

If the backup image is on a robot that is not shared or a standalone drive, the media
must be moved to the new location. An administrator must move the media, inventory
the media in the new robot, and run bpmedia -oldserver -newserver Or assign
a failover media server.

To avoid sending data over the network during duplication, specify an alternate read
server that meets the following conditions:

s Connected to the storage device that contains the original backups (the source
volumes).

= Connected to the storage device that contains the final destination storage units.

If the final destination storage unit is not connected to the alternate read server, data
is sent over the network.

Copies

Specify the number of copies to create simultaneously. Range: 1 to 4.

Priority of duplication job

Indicates the priority that NetBackup assigns to duplication jobs for this policy. Range:
0 to 99999 (highest priority).
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Table 20-3 The Attributes tab settings (continued)
Attribute Description
Copy # For each copy you want to create, select the copy settings. Copy 1 is the primary copy.

If Copy 1 fails, the first successful copy is the primary copy.
Storage unit

Specify the storage unit where each copy is stored. If a Media Manager storage unit
has multiple drives, it can be used for both the source and the destination.

Volume pool
Specify the volume pool where each copy is stored.
If this copy fails

= Continue
Continues making the remaining copies.

Note: Note: If Take checkpoints every __ minutes is selected for this policy,
only the last failed copy that contains a checkpoint can be resumed.

= Fail all copies
Fails the entire job.

Media owner

For tape media, specify who should own the media onto which NetBackup writes the
images.
These settings do not affect any images that reside on disk. One media server does

not own the images that reside on shared disks. Any media server with access to the
shared pool of disk can access the images.

= Any
NetBackup selects the media owner, either a media server or server group.

= None
Specifies that the media server that writes to the media owns the media. No media
server is specified explicitly, but you want a media server to own the media.
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configuration

This chapter includes the following topics:
= Registering a media server
= Storage configuration issues

= Troubleshooting universal share configuration issues

Registering a media server

If the primary server is not running when you install a media server, the media
server is not registered. You cannot discover, configure, and manage the devices
of that media server. You must register the media server with the primary server.
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To register a media server

1
2

Start the EMM service on the primary server.

On the primary server, run the following command. (For hostname, use the
host name of the media server.)

On Windows:

install path\NetBackup\bin\admincmd\nbemmcmd -addhost -machinename
hostname -machinetype media -masterserver server name
-operatingsystem os type -netbackupversion

level.major level.minor level
On UNIX:

/usr/openv/netbackup/bin/admincmd/nbemmcmd -addhost -machinename
hostname -machinetype media -masterserver server name
-operatingsystem os type -netbackupversion

level.major level.minor level

Note: Ensure that the name you use in NetBackup is the same as the host
name in the TCP/IP configuration.

Storage configuration issues

The

following table describes multiple issues that might occur when you configure

storage:

Table 21-1 Storage configuration troubleshooting

Error message or cause

Explanation and recommended action

The following error is displayed when | Workaround:

you create a disk pool for a cloud

Even if the disk is not full and you get the error, ensure that there is enough

volume: space available for creating the cloud volume.

Disk is ful By default the cloud volume requires approximately 1 TB of free space.
To reduce the cloud volume size, open the contentrouter. cfg file from
/msdp/etc/puredisk/ and change the values. After changing the values,
restart the MSDP services and then create the cloud volume.

The local MSDP storage does not In the Select long-term retention storage configuration page for protection

display the compression and the plans, the local MSDP storage does not display the compression and the

encryption values correctly.

encryption values correctly.
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Troubleshooting universal share configuration

issues

For more information about universal shares, see the NetBackup Deduplication
Guide
How to troubleshoot a failed installation or configuration

To configure a universal share, ensure that instant access is enabled on the storage
server. For more information about instant access, see the following guides:

= NetBackup Web Ul VMware Administrator’s Guide
= NetBackup Web Ul Microsoft SQL Administrator’s Guide


http://www.veritas.com/docs/DOC5332
http://www.veritas.com/docs/DOC5332
http://www.veritas.com/docs/DOC5332
http://www.veritas.com/docs/DOC5332
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To ensure that instant access is enabled on the storage server

1

Log on to the storage server and run the following command (build your own

(BYO) only):

/usr/openv/pdde/vpfs/bin/ia byo precheck.sh

Review the pre-condition checking results and the configuration results:

/var/log/vps/ia byo precheck.log (BYO only)

/usr/openv/pdde/vpfs/vpfs-config.log (BYO and appliance configurations)

In the following example, several required services are not running:

[root@rhelnbul6 ~]# /usr/openv/pdde/vpfs/bin/ia byo precheck.sh
Mon Apr 13 12:42:14 EDT 2020 Try to get storagepath
Mon Apr 13 12:42:14 EDT 2020 Storage ContentRouter config path is

/msdp/etc/puredisk/contentrouter.cfg
Mon Apr 13 12:42:14 EDT 2020
Mon Apr 13 12:42:14 EDT 2020

ext2/ext3
Mon Apr 13 12:42:14 EDT 2020

is ext2/ext3

Mon Apr 13

12:

supported,

Mon Apr 13

12:

livemounts

Mon Apr 13
Instant
Mon Apr 13
Instant

Mon Apr 13

12:

42:14 EDT 2020
Instant Access
42:14 EDT 2020

* kK Kk

42:14 EDT 2020

Storagepath is /msdp

File system for partition /msdp is
File system for partition /msdp/data
**** Hardware Virtualization not
browse may be slow ****

*x*xx gystem memory support 50 vpfs

**** nginx service required by

Access 1s not running ***x*

12:42:14 EDT 2020 **** smb service required by
Access 1s not running ***x*

12:42:14 EDT 2020 **** docker service required by

VMware Instant Access i1s not running ***x*

Resolve the issues that are identified in the log. For example, restart any
services that are required for instant access.
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How to check for universal share capability

To ensure that the storage server has universal share capability

1 Make sure that the storage service is running NetBackup 8.3 or later.

2 Log on to the storage server and run the following command:
nbdevquery -liststs -U
Make sure that the Instantacess flag is listed in the command's output.

If the flag is not listed, see one of the guides mentioned above to enable instant
access on the storage server.

3 Run the following command:

nbdevconfig -getconfig -stype PureDisk -storage server

storage server name
Make sure that the uNIVERSAL sHARE STORAGE flag is listed in the command's
output.

If the flag is not listed, create a universal share on the storage server:

See “Create a universal share” on page 251.

How to start or to stop a universal share
A universal share can be started, restarted, or stopped with NetBackup services:

= Use the following command to start or restart a universal share:
netbackup start

= Use the following command to stop universal share:
netbackup stop

Whenever a universal share is created on the NetBackup web Ul, a mount point is
also created on the storage server.

For example:

[root@rsvlimvc0lvm309 vpfs.mnt]# mount | grep vpfs

vpfsd on /mnt/vpfs type fuse.vpfsd (rw,nosuid, nodev, relatime,user_id=0,
group_1id=0,default permissions,allow_other)

vpfsd on /mnt/vpfs shares/aa7e/aa7e83e5-93e4-57ea-a4aB8-81ddbf5£819%e
type fuse.vpfsd (rw,nosuid,nodev,relatime,user 1id=0,group_id=0,

default permissions,allow other)

In this example, aa7e83e5-93e4-57ea-a4a8-81ddbf5£819e is the universal share’s
ID. This ID is found on the details page of the universal share in the NetBackup
web Ul: On the left, click Storage > Disk storage > Universal Share and then
select the universal share to view its details.
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= Chapter 22. Overview of backups in the NetBackup web Ul
= Chapter 23. Managing protection plans

= Chapter 24. Managing classic policies

= Chapter 25. Protecting the NetBackup catalog

= Chapter 26. Managing backup images

= Chapter 27. Pausing data protection activity



Overview of backups in
the NetBackup web Ul

This chapter includes the following topics: