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Storage Foundation High
Availability (SFHA)
management solutions for
DB2 databases



Overview of Storage
Foundation for Databases

This chapter includes the following topics:

Introducing Storage Foundation High Availability (SFHA) Solutions for DB2
About Veritas File System

About Veritas Volume Manager

About Dynamic Multi-Pathing (DMP)

About Cluster Server

About Cluster Server agents

About Veritas InfoScale Operations Manager

Feature support for DB2 across Veritas InfoScale 8.0 products

Use cases for Veritas InfoScale products

Introducing Storage Foundation High Availability
(SFHA) Solutions for DB2

This guide documents the deployment and key use cases of the SFDB tools with
Storage Foundation High Availability (SFHA) Solutions products in DB2 database
environments. It is a supplemental guide to be used in conjunction with SFHA
Solutions product guides.

The Storage Foundation for Databases tools provide enhanced management options
for DB2 databases. The SFDB tools provide enhanced ease-of-use commands
which can be run by a database administrator without root privileges to optimize
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storage for an DB2 database environment. This guide documents the deployment
and use of the SFDB tools included with SFHA Solutions enterprise products.

Note: The commands used for the Red Hat Enterprise Linux (RHEL) operating
system in this document also apply to supported RHEL-compatible distributions.

About Veritas File System

A file system is simply a method for storing and organizing computer files and the
data they contain to make it easy to find and access them. More formally, a file
system is a set of abstract data types (such as metadata) that are implemented for
the storage, hierarchical organization, manipulation, navigation, access, and retrieval
of data.

Veritas File System (VxFS) was the first commercial journaling file system. With
journaling, metadata changes are first written to a log (or journal) then to disk. Since
changes do not need to be written in multiple places, throughput is much faster as
the metadata is written asynchronously.

VxFS is also an extent-based, intent logging file system. VxFS is designed for use
in operating environments that require high performance and availability and deal
with large amounts of data.

The maximum size of the file system you can create depends on the block size.

Block Size Currently-Supported Maximum File System Size
1024 bytes 68,719,472,624 sectors (=32 TB)

2048 bytes 137,438,945,248 sectors (=64 TB)

4096 bytes 274,877,890,496 sectors (=128 TB)

8192 bytes 549,755,780,992 sectors (=256 TB)

VxFS major components include:

File system logging About the Veritas File System intent log
Extents About extents

File system disk layouts About file system disk layouts
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About the Veritas File System intent log

Most file systems rely on full structural verification by the £sck utility as the only
means to recover from a system failure. For large disk configurations, this involves
a time-consuming process of checking the entire structure, verifying that the file
system is intact, and correcting any inconsistencies. VxFS provides fast recovery
with the VxFS intent log and VxFS intent log resizing features.

VxFS reduces system failure recovery times by tracking file system activity in the
VxFS intent log. This feature records pending changes to the file system structure
in a circular intent log. The intent log recovery feature is not readily apparent to
users or a system administrator except during a system failure. By default, VXFS
file systems log file transactions before they are committed to disk, reducing time
spent recovering file systems after the system is halted unexpectedly.

During system failure recovery, the VxFS fsck utility performs an intent log replay,
which scans the intent log and nullifies or completes file system operations that
were active when the system failed. The file system can then be mounted without
requiring a full structural check of the entire file system. Replaying the intent log
might not completely recover the damaged file system structure if there was a disk
hardware failure; hardware problems might require a complete system check using
the fsck utility provided with VxFS.

The mount command automatically runs the VXFS £sck command to perform an
intent log replay if the mount command detects a dirty log in the file system. This
functionality is only supported on a file system mounted on a Veritas Volume
Manager (VxVM) volume, and is supported on cluster file systems.

See the £sck_vx£s(1M) manual page and mount vx£s(1M) manual page.

The VxFS intent log is allocated when the file system is first created. The size of
the intent log is based on the size of the file system—the larger the file system, the
larger the intent log. You can resize the intent log at a later time by using the £sadm
commnad.

See the fsadm vx£fs(1M) manual page.

The maximum default intent log size for disk layout Version 7 or later is 256
megabytes.

Note: Inappropriate sizing of the intent log can have a negative impact on system
performance.
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About extents

An extent is a contiguous area of storage in a computer file system, reserved for a
file. When starting to write to a file, a whole extent is allocated. When writing to the
file again, the data continues where the previous write left off. This reduces or
eliminates file fragmentation. An extent is presented as an address-length pair,
which identifies the starting block address and the length of the extent (in file system
or logical blocks). Since Veritas File System (VxFS) is an extent-based file system,
addressing is done through extents (which can consist of multiple blocks) rather
than in single-block segments. Extents can therefore enhance file system throughput.

Extents allow disk 1/O to take place in units of multiple blocks if storage is allocated
in contiguous blocks. For sequential I/O, multiple block operations are considerably
faster than block-at-a-time operations; almost all disk drives accept I/O operations
on multiple blocks.

Extent allocation only slightly alters the interpretation of addressed blocks from the
inode structure compared to block-based inodes. A VxFS inode references 10 direct
extents, each of which are pairs of starting block addresses and lengths in blocks.

Disk space is allocated in 512-byte sectors to form logical blocks. VxFS supports
logical block sizes of 1024, 2048, 4096, and 8192 bytes. The default block size is
1 KB for file system sizes of up to 2 TB, and 8 KB for file system sizes 2 TB or
larger.

About file system disk layouts

The disk layout is the way file system information is stored on disk. On Veritas File
System (VxFS), several disk layout versions are supported to provide new features
and specific UNIX environments.

You can use one of the following commands to upgrade the disk layout version.

vxupgrade Upgrades an existing VxFS file system to a supported disk
layout version while the file system remains online.

See the vxupgrade(1M) manual page.

vxfsconvert Upgrades a no-longer supported disk layout version to a
supported version while the file system is not mounted.

The vxfsconvert command can also be used to convert a
native file system (ext2, ext3, and ext4) to VxFS, while the file
system is not mounted.

See the vxfsconvert(1M) manual page.

Table 1-1 lists the supported disk layout versions.
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Table 1-1 Supported disk layout versions
Version Supported features
Version 13 = Added support for WORM

» Clone creation performance improvement when extended file
attributes are used

Version 14 Supports SmartlO FEL-based caching
Version 15 s Performance enhancements in SELinux attribute storage and
retrieval

» Secure Clock support for WORM files

Version 16 Audit logging support for WORM files

Version 17 = Added support for soft WORM-enabled objects, non-modifiable
storage checkpoints, and retention period beyond the year 2038
for WORM-enabled objects

= Auditlogging is decoupled from file system layouts and the £sck
module supports backward compatibility from higher file system
layout versions or audit log versions

Currently, only versions 13, 14, 15, 16, and 17 can be created and mounted.
Versions 6, 7, 8, 9, 10, 11, and 12 can be mounted, but only for upgrading to a
supported version.

About Veritas Volume Manager

Veritas™ Volume Manager (VxVM) by Veritas is a storage management subsystem
that allows you to manage physical disks and logical unit numbers (LUNSs) as logical
devices called volumes. A VxVM volume appears to applications and the operating
system as a physical device on which file systems, databases, and other managed
data objects can be configured.

VxVM provides easy-to-use online disk storage management for computing
environments and Storage Area Network (SAN) environments. By supporting the
Redundant Array of Independent Disks (RAID) model, VxVM can be configured to
protect against disk and hardware failure, and to increase |/O throughput.
Additionally, VxVM provides features that enhance fault tolerance and fast recovery
from disk failure or storage array failure.

VxVM overcomes restrictions imposed by hardware disk devices and by LUNs by
providing a logical volume management layer. This allows volumes to span multiple
disks and LUNs.
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VxVM provides the tools to improve performance and ensure data availability and
integrity. You can also use VxVM to dynamically configure storage while the system
is active.

About Dynamic Multi-Pathing (DMP)

Dynamic Multi-Pathing (DMP) provides multi-pathing functionality for the operating
system native devices that are configured on the system. DMP creates DMP
metadevices (also known as DMP nodes) to represent all the device paths to the
same physical LUN.

DMP metadevices support the OS native logical volume manager (LVM). You can
create LVM volumes and volume groups on DMP metadevices.

DMP supports the LVM volume devices that are used as the paging devices.

Veritas Volume Manager (VxVM) volumes and disk groups can co-exist with LVM
volumes and volume groups. But, each device can only support one of the types.
If a disk has a VxVM label, then the disk is not available to LVM. Similarly, if a disk
is in use by LVM, then the disk is not available to VxVM.

About Cluster Server

Cluster Server (VCS) is a clustering solution that provides the following benefits:
= Minimizes downtime.

» Facilitates the consolidation and the failover of servers.

» Effectively manages a wide range of applications in heterogeneous environments.
Before you install the product, read the Veritas InfoScale 8.0 Release Notes.

To configure the product, follow the instructions in the Cluster Server Generic
Application Agent Configuration Guide.

About Cluster Server agents

Veritas InfoScale agents provide high availability for specific resources and
applications. Each agent manages resources of a particular type. For example, the
DB2 agent manages DB2 databases. Typically, agents start, stop, and monitor
resources and report state changes.

Before you install VCS agents, review the configuration guide for the agent.

In addition to the agents that are provided in this release, other agents are available
through an independent Veritas InfoScale offering called the Cluster Server Agent
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Pack. The agent pack includes the currently shipping agents and is re-released
quarterly to add the new agents that are now under development.

Contact your Veritas InfoScale sales representative for the following details:
= Agents that are included in the agent pack

= Agents under development

= Agents available through Veritas InfoScale Consulting Services

You can download the latest agents from the Veritas Services and Operations
Readiness Tools website:

http://sort.veritas.com/agents

About Veritas InfoScale Operations Manager

Veritas InfoScale Operations Manager provides a centralized management console
for Veritas InfoScale products. You can use Veritas InfoScale Operations Manager
to monitor, visualize, and manage storage resources and generate reports.

Veritas recommends using Veritas InfoScale Operations Manager to manage
Storage Foundation and Cluster Server environments.

You can download Veritas InfoScale Operations Manager from:
https://www.veritas.com/content/support/en_US/downloads

Refer to the Veritas InfoScale Operations Manager documentation for installation,
upgrade, and configuration instructions.

The Veritas Enterprise Administrator (VEA) console is no longer packaged with
Veritas InfoScale products. If you want to continue using VEA, a software version
is available for download from:

https://www.veritas.com/form/trialware/vcs-utilities

Storage Foundation Management Server is deprecated.

Feature support for DB2 across Veritas InfoScale
8.0 products

Veritas InfoScale Storage solutions and use cases for DB2 are based on the shared
management features of Veritas InfoScale Storage Foundation and High Availability
(SFHA) Solutions products. Clustering features are available separately through
Cluster Server (VCS) as well as through the SFHA Solutions products.


http://sort.veritas.com/agents
https://www.veritas.com/content/support/en_US/downloads
https://www.veritas.com/form/trialware/vcs-utilities
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Feature support for DB2 across Veritas InfoScale 8.0 products

Table 1-2 lists the features supported across SFHA Solutions products. Table 1-3

lists the high availability and disaster recovery features available in VCS.

Table 1-2 Storage management features in Veritas InfoScale products
Storage management | Veritas InfoScale | Veritas InfoScale | Veritas InfoScale | Veritas InfoScale
feature Foundation Storage Availability Enterprise
Quick 1/0 N Y N Y
Note: Not supported on Note: Supported in
Linux the cluster-exclusive
mode which allows
access to the feature
only from a single
node.
Cached Quick I/0 N Y N Y
Note: Not supported on
Linux
Concurrent I/O N Y N Y
Compression N Y N Y
Flexible Storage Sharing | N Y N Y
SmartlO FS (Read N Y N Y
Caching)
SmartlO FS (Writeback | N Y N Y
Caching)
SmartMove N Y N Y
SmartTier N Y N Y
Thin Reclamation N Y N Y
Portable Data Containers | N Y N Y
Database FlashSnap N Y N Y
Database Storage N Y N Y
Checkpoints
Advanced support for Y Y Y Y
virtual storage
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Table 1-2 Storage management features in Veritas InfoScale products
(continued)
Storage management | Veritas InfoScale | Veritas InfoScale | Veritas InfoScale | Veritas InfoScale
feature Foundation Storage Availability Enterprise
Clustering features for N N Y N
high availability (HA)
Disaster recovery features | N N Y N
(HA/DR)
Dynamic Multi-pathing Y Y Y Y
Table 1-3 Availability management features in Veritas InfoScale solutions
products
Availability management feature VCS HA/DR
Clustering for high availability (HA) Y
Database and application/ISV agents Y
Advanced failover logic Y
Data integrity protection with 1/O fencing Y
Advanced virtual machines support Y
Virtual Business Services Y
Campus or stretch cluster Y
Global clustering (GCO) Y

Notes:

Y=Feature is included in your license.

N=Feature is not supported with your license.

Notes:

SmartTier is an expanded and renamed version of Dynamic Storage Tiering

(DST).
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Use cases for Veritas InfoScale products

Veritas InfoScale Storage Foundation and High Availability (SFHA) Solutions product

components and features can be used individually and in concert to improve

performance, resilience and ease of management for your storage and applications.

This guide documents key use cases for the management features of SFHA

Solutions products.

Note: The commands used for the Red Hat Enterprise Linux (RHEL) operating
system in this document also apply to supported RHEL-compatible distributions.

Table 1-4

Key use cases for SFHA Solutions products

Use case

Veritas InfoScale feature

Improve database performance using SFHA
Solutions database accelerators to enable
your database to achieve the speed of raw
disk while retaining the management features
and convenience of a file system.

See “About Veritas InfoScale product
components database accelerators”
on page 57.

Quick 1/0
See “About Quick I/0” on page 60.
Cached Quick 1/0

Note: Quick I/0 and Cached Quick I/O are
not supported on Linux.

Concurrent I/O

See “About Concurrent I/O” on page 83.

Protect your data using SFHA Solutions
Flashsnap, Storage Checkpoints, and
NetBackup point-in-time copy methods to back
up and recover your data.

See “About point-in-time copies” on page 89.

FlashSnap
Storage Checkpoints
NetBackup with SFHA Solutions

Process your data off-host to avoid
performance loss to your production hosts by
using SFHA Solutions volume snapshots.

FlashSnap

Optimize copies of your production database
for test, decision modeling, and development
purposes by using SFHA Solutions
point-in-time copy methods.

FlashSnap
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Table 1-4

Use cases for Veritas InfoScale products

Key use cases for SFHA Solutions products (continued)

Use case

Veritas InfoScale feature

Make file level point-in-time snapshots using
SFHA Solutions space-optimized FileSnap
when you need finer granualarity for your
point-in-time copies than file systems or
volumes. You can use FileSnap for cloning
virtual machines.

FileSnap

Maximize your storage utilization using SFHA
Solutions SmartTier to move data to storage
tiers based on age, priority, and access rate

criteria.

See “About SmartTier” on page 135.

SmartTier

Maximize storage utilization for data
redundancy, high availability, and disaster
recovery, without physically shared storage.

Flexible Storage Sharing

Improve your data efficiency on solid state
drives (SSDs) through 1/0 caching using
advanced, customizable hueristics to
determine which data to cache and how that
data gets removed from the cache.

SmartlO read caching for applications
running on VxVM volumes

SmartlO read caching for applications
running on VxFS file systems

SmartlO write caching for applications
running on VxFS file systems

SmartlO caching for databases on VxFS file
systems

SmartlO caching for databases on VxVM
volumes

SmartlO write-back caching for databases is
not supported on SFRAC

See the Veritas InfoScale 8.0 SmartlO for
Solid-State Drives Solutions Guide.

Plan a maintenance of virtual machines in a
vSphere environment for a planned failover
and recovery of application during unplanned
failure using the Just In Time Availability
solution.

Just In Time Availability solution
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Table 1-4

Use cases for Veritas InfoScale products

Key use cases for SFHA Solutions products (continued)

Use case

Veritas InfoScale feature

Improve the native and optimized format of
your storage devices using the Veritas
InfoScale solution which provides support with
the advanced format or 4K (4096 bytes) sector
devices (formatted with 4KB) in storage
environments.

Veritas InfoScale 4K sector device support
solution

Multiple parallel applications in a data
warehouse that require flexible sharing of data
such as ETL pipeline, where output of one
stage becomes input for the next stage. (for
example, accounting system needs to
combine data from different applications such
as sales, payroll and purchasing)

Verita InfoScale application isolation
More information:

Application isolation in CVM environments
with disk group sub-clustering

Enabling the application isolation feature in
CVM environments

Disabling the application isolation feature in
a CVM cluster

Setting the sub-cluster node preference value
for master failover

Changing the disk group master manually

For information, see the Storage Foundation
Cluster File System High Availability
Administrator's Guide.

Relax complete zoning requirement of SAN
storage to all CVM nodes. This enables
merging of independent clusters for better
manageability.

Verita InfoScale application isolation
More information:

Application isolation in CVM environments
with disk group sub-clustering

Enabling the application isolation feature in
CVM environments

Disabling the application isolation feature in
a CVM cluster

Setting the sub-cluster node preference value
for master failover

Changing the disk group master manually

For information, see the Storage Foundation
Cluster File System High Availability
Administrator's Guide.
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Table 1-4

Use cases for Veritas InfoScale products

Key use cases for SFHA Solutions products (continued)

Use case

Veritas InfoScale feature

Enabling multiple independent clustered
applications to use a commonly shared pool
of scalable DAS storage. This facilitates
adding of storage-only nodes to cluster for
growing storage capacity and compute nodes
for dedicated application use.

Verita InfoScale application isolation
More information:

Application isolation in CVM environments
with disk group sub-clustering

Enabling the application isolation feature in
CVM environments

Disabling the application isolation feature in
a CVM cluster

Setting the sub-cluster node preference value
for master failover

Changing the disk group master manually

For information, see the Storage Foundation
Cluster File System High Availability
Administrator's Guide.
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= Chapter 2. Deployment options for DB2 in a Storage Foundation environment
= Chapter 3. Deploying DB2 with Storage Foundation
= Chapter 4. Deploying DB2 in an off-host configuration with Storage Foundation

= Chapter 5. Deploying DB2 with High Availability



Deployment options for
DB2 in a Storage
-oundation environment

This chapter includes the following topics:

= DB2 deployment options in a Veritas InfoScale environment

= DB2 on a single system with Storage Foundation

= DB2 on a single system with off-host in a Storage Foundation environment
= DB2in a highly available cluster with Storage Foundation High Availability
= DB2in a parallel cluster with SF Cluster File System HA

= Deploying DB2 and Storage Foundation in a virtualization environment

= Deploying DB2 with Storage Foundation SmartMove and Thin Provisioning

DB2 deployment options in a Veritas InfoScale
environment

You can deploy DB2 with Storage Foundation High Availability Solutions (SFHA
Solutions) products in the following setups:

= DB2 on a single system in a Storage Foundation environment
= DB2 on a single system with off-host in a Storage Foundation environment

= DB2in a cluster to make it highly available with Storage Foundation High
Availability (SFHA)
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= DB2 with Storage Foundation Cluster Server High Availability (SFCFSHA)

Storage Foundation for Databases (SFDB) tools support all of these setups.

DB2 on a single system with Storage Foundation

If you are deploying DB2 databases with Storage Foundation, your setup
configuration will reflect the following conditions:

= The DB2 databases are set up on sys7 with SF.
= The DB2 databases are online on sys1.
= You must run the SFDB tools commands on sys1.

For information about Storage Foundation for Databases (SFDB) repository or
repository database:

See “About the Storage Foundation for Databases (SFDB) repository” on page 47.

Figure 2-1 shows DB2 on single system deployment in a Storage Foundation
environment.
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Figure 2-1 DB2 database on a single system with Storage Foundation
|
sys1
DB2
DB2
mountpoints

DB2 on a single system with off-host in a Storage
Foundation environment

If you are deploying single instance DB2 with Storage Foundation in an off-host
setup, your configuration will reflect the following conditions:

s The DB2 databases are set up on sys? with SF.
= The DB2 databases are online on sys1.
= Sys1 and sys2 share the same storage.

For information about Storage Foundation for Databases (SFDB) repository or
repository database:

See “About the Storage Foundation for Databases (SFDB) repository” on page 47.

Figure 2-2 shows DB2 on single system with off-host deployment in a Storage
Foundation environment.
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Figure 2-2 DB2 on a single system with off-host setup in Storage Foundation
environment

sys1 sys2
DB2 DB2
DB2 DB2
mountpoints mountpoints

DB2 in a highly available cluster with Storage
Foundation High Availability

If you are deploying DB2 with Storage Foundation High Availability (SFHA), your
setup configuration will reflect the following conditions:

= A highly available DB2 database is set up on sys7 and sys2 with SFHA
» The database and datafiles are online on sys7.
= You must run the SFDB tools commands on sys7 where the database is online.

For information about Storage Foundation for Databases (SFDB) repository or
repository database:

See “About the Storage Foundation for Databases (SFDB) repository” on page 47.
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Figure 2-3 and Figure 2-4 show a single system DB2 failover deployment in a
Storage Foundation environment.

Figure 2-3 DB2 on a single system with SFHA
. | .
Sys1 (active Sys2 (passive
host) host) |
e :
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DB2 I DB2 I :
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| ——— 17—
| p—— I -——— |
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|______J|
I I
I I
I
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Figure 2-4 DB2 on a single system with SFHA failover setup
. | .
Sys1 (passive Sys2 (active
host)
DB2
DB2

mountpoints

L [—

|

DB2 in a parallel cluster with SF Cluster File
System HA

If you are deploying DB2 databases with SF Cluster File System HA, your setup
configuration will reflect the following conditions:

= A highly available parallel cluster with a DB2 is set up on sys? and sys2 with
SF Cluster File System HA.

s The database is online on sys1.
» The datafiles are mounted and shared on sys? and sys2.
» The database repository is mounted and shared on sys? and sys2.

= The SFDB tools commands will fail on sys2.
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In the figures below the repository directory resides in the DB2 mount points.

Figure 2-5 DB2 on a single system with Storage Foundation HA
. I .
Sys1 (active Sys2 (passive

host) host) |
| pm——— —— |
' i
DB2 I DB2 |:
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e
| p—— I -——— |
DB2 ' b2
mountpoints : : mountpoints | |
|______J|
| |
| |
|

The failover to the backup system is automatic rather than manual for SF Cluster
File System HA.
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Figure 2-6 DB2 on a single system with Storage Foundation HA failover
setup
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mountpoints
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Deploying DB2 and Storage Foundation in a
virtualization environment

If you are deploying the Storage Foundation for Databases (SFDB) tools in a virtual
machine environment, the following are supported:

= WPARs on AlIX

= VMware on Linux
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Deploying DB2 with Storage Foundation
SmartMove and Thin Provisioning

You can use SmartMove and Thin Provisioning with Storage Foundation products
and your DB2 database.

When data files are deleted, you can reclaim the storage space used by these files
if the underlying devices are thin reclaimable LUNs. For this purpose, use the
Storage Foundation Thin Reclamation feature.

See the Storage Foundation Administrator's Guide.



Deploying DB2 with
Storage Foundation

This chapter includes the following topics:

= Tasks for deploying DB2 databases

= About selecting a volume layout for deploying DB2
= Setting up disk group for deploying DB2

= Creating volumes for deploying DB2

= Creating VxFS file system for deploying DB2

= Mounting the file system for deploying DB2

= Installing DB2 and creating database

Tasks for deploying DB2 databases

If you are deploying a DB2 database on a single system in a Storage Foundation
environment, complete these tasks in the order listed below:
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Create a volume layout. See “About selecting a volume layout for
deploying DB2” on page 36.

See “Setting up disk group for deploying DB2”
on page 37.

See “Disk group configuration guidelines for
deploying DB2” on page 38.

See “Creating volumes for deploying DB2”
on page 39.

See “Volume configuration guidelines for
deploying DB2” on page 39.

Create and mount file systems. See “Creating VxFS file system for deploying
DB2” on page 40.

See “File system creation guidelines for
deploying DB2” on page 41.

See “Mounting the file system for deploying
DB2” on page 41.

Install DB2 and create database. See “Installing DB2 and creating database”
on page 42.

About selecting a volume layout for deploying

DB2

Veritas Volume Manager (VxVM) offers a variety of layouts that enables you to
configure your database to meet performance and availability requirements. The
proper selection of volume layouts provides optimal performance for the database
workload.

Disk I/O is one of the most important determining factors of database performance.
Having a balanced I/O load usually means optimal performance. Designing a disk
layout for the database objects to achieve balanced I/O is a crucial step in configuring
a database. When deciding where to place tablespaces, it is often difficult to
anticipate future usage patterns. VxVM provides flexibility in configuring storage
for the initial database set up and for continual database performance improvement
as needs change. VxVM can split volumes across multiple drives to provide a finer
level of granularity in data placement. By using striped volumes, I/O can be balanced
across multiple disk drives. For most databases, ensuring that different containers
or tablespaces, depending on database, are distributed across the available disks
may be sufficient.
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Striping also helps sequential table scan performance. When a table is striped
across multiple devices, a high transfer bandwidth can be achieved by setting the
DB2 parameter bB FILE MULTIBLOCK READ COUNT to a multiple of full stripe size
divided by DB BLOCK_SIZE.

Another very important consideration when using the DB2 database, which by
default performs striping at the tablespace container level, is setting the
DB2 STRIPED CONTAINERS variable.

If you plan to use the Database FlashSnap feature (point-in-time copy) for your
DB2 database and use it on either the same host or for off-host processing or
backup, the layout of volumes should meet the FlashSnap requirements.

Setting up disk group for deploying DB2

Before creating volumes and filesystem for a database, you must set up a disk
group for each database.

Review the disk group configuration guidelines before creating disk groups.
See “Disk group configuration guidelines for deploying DB2” on page 38.
To create a disk group

& Use the vxdg command as follows.
# /opt/VRTS/bin/vxdg init disk group disk name=disk device

For example, to create a disk group named PRODdg on a raw disk partition,
where the disk name PRODdg01 references the disk within the disk group:

AIX
# /opt/VRTS/bin/vxdg init PRODdg PRODdg0l=Disk 0
Linux
# /opt/VRTS/bin/vxdg init PRODdg PRODdg0l=sda
To add disks to a disk group
¢ Use the vxdg command as follows.
# /opt/VRTS/bin/vxdg -g disk_group adddisk disk name=disk_device

For example, to add a disk named PRODdg02 to the disk group PRODdg:
AIX
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# /opt/VRTS/bin/vxdg -g PRODdg adddisk PRODdg02=Disk 0

# /opt/VRTS/bin/vxdg -g PRODdg adddisk PRODdg03=Disk_1

# /opt/VRTS/bin/vxdg -g PRODdg adddisk PRODdg04=Disk_2

Linux

# /opt/VRTS/bin/vxdg -g PRODdg adddisk PRODdg02=sda

# /opt/VRTS/bin/vxdg -g PRODdg adddisk PRODdg03=sdb

# /opt/VRTS/bin/vxdg -g PRODdg adddisk PRODdg04=sdc

Disk group configuration guidelines for deploying DB2

Follow these guidelines when setting up disk groups.

Only disks that are online and do not already belong to a disk group can be
used to create a new disk group.

Create one disk group for each database.

The disk group name must be unique. Name each disk group using the DB2
database name specified by the environment variable $pB2DATABASE and a dg
suffix. The dg suffix helps identify the object as a disk group.

Each disk name must be unique within the disk group.

Do not share a disk group between different DB2 instances. Although it is not
recommended, sharing a disk group among all databases in the same instance
may make sense if the instance contains several small databases. In this case,
name the disk group using the DB2 instance name specified by the environment
variable $pDB2INSTANCE and a dg suffix.

Never create container files using file systems or volumes that are not in the
same disk group.

Note: You must have root privileges to execute all the disk group related VxVM
commands.

See the Storage Foundation Administrator's Guide.
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Creating volumes for deploying DB2

Veritas Volume Manager (VxVM) uses logical volumes to organize and manage
disk space. A volume is made up of portions of one or more physical disks, so it
does not have the limitations of a physical disk.

Review the volume configuration guidelines before creating volumes.
See “Volume configuration guidelines for deploying DB2” on page 39.
To create a volume

¢ Use the vxassist command as follows.

# /opt/VRTS/bin/vxassist -g disk_group make volume name volume_size

disk_name

The following is an example of creating a volume using the vxassist command:

To create a 1 GB volume called db01 on the PRODdg disk group:

#/opt/VRTS/bin/vxassist -g PRODdg make db0l 1g PRODdgO1l

Volume configuration guidelines for deploying DB2
Follow these guidelines when selecting volume layouts.

= Put the database log files on a file system created on a striped and mirrored
(RAID-0+1) volume separate from the index or data tablespaces. Stripe multiple
devices to create larger volumes if needed. Use mirroring to improve reliability.
Do not use VxVM RAID-5 for redo logs.

= When normal system availability is acceptable, put the tablespaces on filesystems
created on striped volumes for most OLTP workloads.

= Create striped volumes across at least four disks. Try to stripe across disk
controllers.
For sequential scans, ensure that the NuM 10SERVERS and the DB2 PARALLEL 10
settings are tuned to match the number of disk devices used in the stripe.

s For most workloads, use the default 64 K stripe-unit size for striped volumes.

= When system availability is critical, use mirroring for most write-intensive OLTP
workloads. Turn on Dirty Region Logging (DRL) to allow fast volume
resynchronization in the event of a system crash.

» For most decision support system (DSS) workloads, where sequential scans
are common, experiment with different striping strategies and stripe-unit sizes.
Put the most frequently accessed tables or tables that are accessed together
on separate striped volumes to improve the bandwidth of data transfer.
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Creating VxFS file system for deploying DB2

To create a Veritas File System (VxFS) file system, use the mkfs or the mkfs vxfs
commands.

Review the file system creation guidelines before creating VxFS file systems.
See “File system creation guidelines for deploying DB2” on page 41.

To create a VxFS file system on an existing volume

¢ Use the mkfs command as follows:

s AIX

# /usr/sbin/mkfs -V vxfs generic options\

-o specific options special size

s Linux

# /usr/sbin/mkfs -t vxfs generic_options\

-o specific options special size

Where:

= vxfs is the file system type

m generic_options are the options common to most file systems
m specific options are options specific to the VxFS file system

m  special is the full path name of the raw character device or the VxVM volume
on which to create the file system

= (optional) size is the size of the new file system
If you do not specify size, the file system will be as large as the underlying volume.

For example, to create a VxFS file system that has an 8 KB block size and supports
files larger than 2 GB on the newly created db01 volume:

m # /usr/sbin/mkfs -V vxfs -o largefiles,bsize=8192,logsize=2000 \
/dev/vx/rdsk/PRODdg/db01

The -0 largefiles option allows you to create files larger than 2GB.

Note: Because size is not specified in this example, the size of the file system will
be calculated automatically to be the same size as the volume on which the file
system is created.
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File system creation guidelines for deploying DB2
Follow these guidelines when creating VxFS file systems.

= Specify the maximum block size and log size when creating file systems for
databases.

» Do not disable the intent logging feature of the file system.

» Create separate file systems for redo logs, control files, data files, tmp files, and
archive redo logs.

= When using the command line, use the mount points to name the underlying
volumes. For example, if a file system named /db01 is to be created on a mirrored
volume, name the volume db01 and the mirrors db01-01 and db01-02 to relate
to the configuration objects. If you are using the vxassist command or the GUI,
this is transparent.

= The block size of your DB2 database should be a multiple of the file system
block size. If possible, keep them of the same size.

See the Storage Foundation Administrator's Guide.

Mounting the file system for deploying DB2

After creating a VxFS file system, as a root user, mount the file system using the
mount command.

See the man pages for the mount and the mount vxfs commands for more
information.

To mount a file system
& Use the mount command as follows:

n AIX

# /usr/sbin/mount -V vxfs special /mount point

s Linux

# /usr/sbin/mount -t vxfs special /mount point

Where:
m vxfs is the file system type
m special is a block special device

» /mount_point is the directory where the file system will be mounted
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For example, to mount a file system named /db01 that supports large files on volume
/dev/vx/dsk/PRODdg/db01

m # /usr/sbin/mount -V vxfs -o largefiles /dev/vx/dsk/PRODdg/db01 \
/db01

Installing DB2 and creating database

Review database layouts considerations and supported configurations for deploying
DB2.

See “Considerations for DB2 database layouts” on page 104.
See “Supported DB2 configurations” on page 105.

For information on installing the DB2 software and creating DB2 databases, refer
to DB2 documentation.
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off-host configuration with
Storage Foundation

This chapter includes the following topics:

= Requirements for an off-host database configuration

Requirements for an off-host database
configuration

If you are using Storage Foundation Database (SFDB) tools to set up a DB2
database in an off-host configuration, ensure the following.

= All the tasks for deploying a DB2 database in a Veritas InfoScale Storage
Foundation environment are completed.
See “Tasks for deploying DB2 databases” on page 35.

= The following requirements are met.

= Allfiles are on VxFS file systems over VxVM volumes. Raw devices are not
supported.

= There are no symbolic links to database files.

= The product versions installed on the primary and secondary hosts are the
same.

s The same version of DB2 is installed on both hosts, the DB2 binaries and
data files are on different volumes and disks.
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= The UNIXlogin for the database user and group must be the same on both
hosts. The UNIX UID and GID must also be the same.

= You must have an Veritas InfoScale Enterprise license on both hosts.



Deploying DB2 with High
Availability

This chapter includes the following topics:
= Tasks for deploying DB2 in an HA configuration

= Configuring VCS to make the database highly available

Tasks for deploying DB2 in an HA configuration

If you are deploying a DB2 database in a Storage Foundation High Availability
(SFHA) environment, complete the following tasks.

Complete the tasks for deploying a DB2 See “Tasks for deploying DB2 databases”
database in a Storage Foundation on page 35.
enviornment.

Configure VCS to make the database highly See “Configuring VCS to make the database
available. highly available” on page 45.

Configuring VCS to make the database highly
available

To make your DB2 database highly available, you need to bring your database
configuration under Cluster Server (VCS) control.

See the Veritas InfoScale Cluster Server Administrator's Guide.



Configuring Storage
Foundation for Database
(SFDB) tools

= Chapter 6. Configuring and managing the Storage Foundation for Databases
repository database

= Chapter 7. Configuring authentication for Storage Foundation for Databases
(SFDB) tools



Configuring and managing
the Storage Foundation for
Databases repository
database

This chapter includes the following topics:

= About the Storage Foundation for Databases (SFDB) repository

= Requirements for Storage Foundation for Databases (SFDB) tools

= Storage Foundation for Databases (SFDB) tools availability

= Configuring the Storage Foundation for Databases (SFDB) tools repository

= Updating the Storage Foundation for Databases (SFDB) repository after adding
a node

= Updating the Storage Foundation for Databases (SFDB) repository after removing
a node

= Removing the Storage Foundation for Databases (SFDB) repository

About the Storage Foundation for Databases
(SFDB) repository

The Storage Foundation for Databases (SFDB) repository or repository database
stores metadata information required by the Storage Foundation for Databases
tools.
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Note: The repository database requires only occasional interaction outside of the
initial installation and configuration of Veritas InfoScale Enterprise products.

In this release of Storage Foundation products, the SFDB repository is stored in a
relational database and is managed by SQLite3.

Requirements for Storage Foundation for
Databases (SFDB) tools

Product requirements are included in the Veritas InfoScale Release Notes.

For information about supported hardware, refer to the hardware compatibility list
(HCL), which is updated regularly.

For the most current information on the DB2 versions that are supported with
InfoScale products, refer to the database support matrix at:

https://www.veritas.com/content/support/en_US/doc/112638608-112638611-1

Review the current DB2 documentation to confirm the compatibility of your hardware
and software.

Storage Foundation for Databases (SFDB) tools
availability
SFDB tools for DB2 databases are included for the following products:

= Storage Foundation, which supports host systems with DB2

Note: Veritas InfoScale Enterprise licensing required.

= Storage Foundation for Cluster File System HA, which supports clustered host
systems with automatic failover and DB2

For information on SFDB tools feature changes and issues for this release, see the
Veritas InfoScale 8.0 Release Notes for the most current and complete information.


https://www.veritas.com/content/support/en_US/doc/112638608-112638611-1
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Configuring the Storage Foundation for Databases (SFDB) tools repository

Configuring the Storage Foundation for Databases
(SFDB) tools repository

The SFDB repository is automatically created when you run vxsfadm for the first
time in a DB2 setup. No other steps are required.

Locations for the SFDB repository
The repository location is the same as the DBPATH.

In the figure below the repository directory resides in the DB2 mount points.

Figure 6-1 Location for the SFDB repository
DB2
DB2
mountpoints
Repository
Default path—»

Updating the Storage Foundation for Databases
(SFDB) repository after adding a node

After adding a node to a cluster, update the SFDB repository to enable access for
the new node.
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To update the SFDB repository after adding a node

1 Copythe /var/vx/vxdoa/rep_loc file from one of the nodes in the cluster to
the new node.

2 Ifthe /var/vx/vxdba/auth/user-authorizations file exists on the existing
cluster nodes, copy it to the new node.

If the /var/vx/vxdba/auth/user-authorizations file does not exist on any
of the existing cluster nodes, no action is required.

This completes the addition of the new node to the SFDB repository.

Updating the Storage Foundation for Databases
(SFDB) repository after removing a node

After removing a node from a cluster, you do not need to perform any steps to
update the SFDB repository.

For information on removing the SFDB repository after removing the product:

See “Removing the Storage Foundation for Databases (SFDB) repository”
on page 50.

Removing the Storage Foundation for Databases
(SFDB) repository

After removing the product, you can remove the SFDB repository file and any
backups.

Removing the SFDB repository file disables the SFDB tools.
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To remove the SFDB repository
1 Identify the SFDB repositories created on the host.
2 Remove the directory identified by the 1ocation key.

DB2 9.5 and 9.7:

# rm -rf /db2data/db2instl/NODE0000/SQL00001/.sfae

DB2 10.1 and 10.5:

# rm -rf /db2data/db2instl/NODE0000/SQL00001/MEMBER0000/.sfae

3 Remove the repository location file.
# rm -rf /var/vx/vxdba/rep loc

This completes the removal of the SFDB repository.
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for Storage Foundation for
Databases (SFDB) tools

This chapter includes the following topics:
= Configuring vxdbd for SFDB tools authentication
» Adding nodes to a cluster that is using authentication for SFDB tools

» Authorizing users to run SFDB commands

Configuring vxdbd for SFDB tools authentication

To configure vxdbd, perform the following steps as the root user

1 Runthe sfae auth op command to set up the authentication services.

# /opt/VRTS/bin/sfae_auth_op -o setup
Setting up AT

Starting SFAE AT broker

Creating SFAE private domain

Backing up AT configuration

Creating principal for vxdbd

2 Stop the vxdbd daemon.

# /opt/VRTS/bin/sfae_config disable
vxdbd has been disabled and the daemon has been stopped.
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Enable authentication by setting the auTsENTICATION key to yes in the
/etc/vx/vxdbed/admin.properties configuration file.

If /etc/vx/vxdbed/admin.properties does not exist, then usecp
/opt/VRTSdbed/bin/admin.properties.example

/etc/vx/vxdbed/admin.properties
Start the vxdbd daemon.
# /opt/VRTS/bin/sfae_config enable

vxdbd has been enabled and the daemon has been started.

It will start automatically on reboot.

The vxdbd daemon is now configured to require authentication.

Adding nodes to a cluster that is using
authentication for SFDB tools

To add a node to a cluster that is using authentication for SFDB tools, perform
the following steps as the root user

1

Export authentication data from a node in the cluster that has already been
authorized, by using the -o export broker configoptionofthe sfae auth op
command.

Use the -£ option to provide a file name in which the exported data is to be
stored.

# /opt/VRTS/bin/sfae_auth_op \
-o export broker config -f exported-data

Copy the exported file to the new node by using any available copy mechanism
such as scp or rcp.

Import the authentication data on the new node by using the -o
import broker config option of the sfae auth op command.

Use the -£ option to provide the name of the file copied in Step 2.

# /opt/VRTS/bin/sfae_auth op \
-0 import broker config -f exported-data
Setting up AT
Importing broker configuration
Starting SFAE AT broker
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4 Stop the vxdobd daemon on the new node.

# /opt/VRTS/bin/sfae_config disable
vxdbd has been disabled and the daemon has been stopped.

5 Enable authentication by setting the auTHENTICATION key to yes in the
/etc/vx/vxdbed/admin.properties configuration file.

If /etc/vx/vxdbed/admin.properties does not exist, then use cp
/opt/VRTSdbed/bin/admin.properties.example

/etc/vx/vxdbed/admin.properties
6 Start the vxdbd daemon.
# /opt/VRTS/bin/sfae_config enable

vxdbd has been enabled and the daemon has been started.

It will start automatically on reboot.

The new node is now authenticated to interact with the cluster to run SFDB
commands.

Authorizing users to run SFDB commands

To authorize users to run SFDB commands, perform the following step as
the root user

& Usethe -o auth user option of the sfae_auth_op command and provide the
user name as an argument to the -u option.

# /opt/VRTS/bin/sfae_auth_op \
-o auth_user -u db2instl

Creating principal db2instl@sysl.example.com

With an off-host setup in which the off-host node is not part of the same cluster,
use an additional -h option and perform the following steps:
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On each primary node or nodes, which are part of a cluster, add -n off-host
hostname to the sfae auth op command, for example:

# /opt/VRTS/bin/sfae_auth_op -o auth_user -u oragrid -h myoffhost

Creating principal oragrid@dblxx64-2-v6.vxindia.veritas.com

On the off-host node, add -h primary node to the sfae auth op command,
for example:

# /opt/VRTS/bin/sfae_auth op -o auth user -u oragrid -h dblxx64-2-v6

Creating principal oragrid@myoffhost.vxindia.veritas.com
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About database
accelerators

This chapter includes the following topics:

= About Veritas InfoScale product components database accelerators

About Veritas InfoScale product components
database accelerators

The major concern in any environment is maintaining respectable performance or
meeting performance service level agreements (SLAs). Veritas InfoScale product
components improve the overall performance of database environments in a variety
of ways.
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About Veritas InfoScale product components database accelerators

Table 8-1 Veritas InfoScale product components database accelerators
Veritas InfoScale Supported Use cases and considerations
database databases
accelerator
Oracle Disk Manager Oracle s To improve Oracle performance and
(ODM) manage system bandwidth through an

improved Application Programming
Interface (API) that contains advanced
kernel support for file 1/0.
n To use Oracle Resilvering and turn off
Veritas Volume Manager Dirty Region
Logging (DRL) to increase
performance, use ODM.
= To reduce the time required to restore
consistency, freeing more 1/0
bandwidth for business-critical
applications, use SmartSync recovery
accelerator.
Cached Oracle Disk Oracle To enable selected /O to use caching to
Manager (Cached OD improve ODM I/O performance, use
M) Cached ODM.
Quick I/0 (QlIO) Oracle To achieve raw device performance for
DB2 databases run on VxFS file systems, use
Quick 1/O.
Sybase
Cached Quick I/0 Oracle To further enhance database performance
(Cached QIO) DB2 by leveraging large system memory to
selectively buffer the frequently accessed
Sybase data, use Cached QIO.
Concurrent I/O DB2 Concurrent I/0O (CIO) is optimized for DB2
and Sybase environments
Sybase

To achieve improved performance for
databases run on VxFS file systems
without restrictions on increasing file size,
use Veritas InfoScale Concurrent I/O.

These database accelerator technologies enable database performance equal to
raw disk partitions, but with the manageability benefits of a file system. With the
Dynamic Multi-pathing (DMP) feature of Storage Foundation, performance is
maximized by load-balancing I/O activity across all available paths from server to
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array. DMP supports all major hardware RAID vendors, hence there is no need for
third-party multi-pathing software, reducing the total cost of ownership.

Veritas InfoScale database accelerators enable you to manage performance for
your database with more precision.

For details about using ODM, Cached ODM, QIO, and Cached QIO for Oracle, see
Veritas InfoScale Storage and Availability Management for Oracle Databases.

For details about using QIO, Cached QIO, and Concurrent I/O for DB2, see Veritas
InfoScale Storage and Availability Management for DB2 Databases.

For details about using ODM and Cached ODM for Oracle, see Veritas InfoScale
Storage and Availability Management for Oracle Databases.

For details about using Concurrent I/O for DB2, see Veritas InfoScale Storage and
Availability Management for DB2 Databases.
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Improving database
performance with Quick

/0

This chapter includes the following topics:

= About Quick I/O

= Tasks for setting up Quick I/O in a database environment

» Preallocating space for Quick I/O files using the setext command
= Accessing regular VxFS files as Quick I/O files

= Converting DB2 containers to Quick I/O files

= About sparse files

= Displaying Quick 1/O status and file attributes

» Extending a Quick I/O file

= Monitoring tablespace free space with DB2 and extending tablespace containers
» Recreating Quick I/O files after restoring a database

» Disabling Quick 1/0

About Quick I/O

Veritas Quick I/O is a VxFS feature included in Veritas InfoScale Storage Foundation
Standard and Enterprise products that enables applications access preallocated
VxFS files as raw character devices. Quick I/O provides the administrative benefits
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of running databases on file systems without the typically associated degradation
in performance.

Note: Quick I/O is not supported on Linux.

Using Quick I/O is recommended on DB2 databases prior to DB2 8.1 with FixPak
4. With DB2 8.1 with FixPak 4 or later, you can use the Veritas Concurrent I/0
feature, which provides high-speed access for SMS tablespaces as well as DMS
tablespaces.

See “About Concurrent I/O” on page 83.

How Quick I/O improves database performance
The benefits of using Quick 1/O are:

= Improved performance and processing throughput by having Quick 1/O files act
as raw devices.

= Ability to manage Quick I/O files as regular files, which simplifies administrative
tasks such as allocating, moving, copying, resizing, and backing up DB2
containers.

Note: Quick I/O is not supported on Linux.

Quick 1/O's ability to access regular files as raw devices improves database
performance by:

Table 9-1
Quick I/0 feature Advantage
Supporting direct I/O I/0 on files using read() and write() system calls

typically results in data being copied twice: once
between user and kernel space, and later between
kernel space and disk. In contrast, I/O on raw
devices is direct. That is, data is copied directly
between user space and disk, saving one level of
copying. As with I/O on raw devices, Quick I/O
avoids extra copying.
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Table 9-1 (continued)

Quick I/O feature Advantage

Avoiding kernel write locks on database | When database I/O is performed using the write()
files system call, each system call acquires and releases
a write lock inside the kernel. This lock prevents
multiple simultaneous write operations on the same
file. Because database systems usually implement
their own locking to manage concurrent access to
files, per file writer locks unnecessarily serialize 1/0
operations. Quick 1/O bypasses file system per file
locking and lets the database server control data
access.

Avoiding double buffering Most database servers maintain their own buffer
cache and do not need the file system buffer cache.
Database data cached in the file system buffer is
therefore redundant and results in wasted memory
and extra system CPU utilization to manage the
buffer. By supporting direct I/O, Quick I/O eliminates
double buffering. Data is copied directly between
the relational database management system
(RDBMS) cache and disk, which lowers CPU
utilization and frees up memory that can then be
used by the database server buffer cache to further
improve transaction processing throughput.

For AIX: AIX Fastpath asynchronous /O is a form of 1/0 that
performs non-blocking system level reads and
writes, allowing the system to handle multiple I/0
requests simultaneously. Operating systems such
as AlX provide support for asynchronous I/0 on raw
devices, but not on regular files. As a result, even
if the database server is capable of using
asynchronous I/O, it cannot issue asynchronous
1/0 requests when the database runs on file
systems. Lack of asynchronous I/O significantly
degrades performance. Quick I/O lets the database
server take advantage of kernel-supported
asynchronous /O on file system files accessed
using the Quick /O interface.

Supporting AIX Fastpath asynchronous
/10
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Tasks for setting up Quick /O in a database
environment

Quick 1/0O is included in the VXFS package shipped with Veritas InfoScale Storage
Foundation Standard and Enterprise products. By default, Quick I/O is enabled
when you mount a VxFS file system.

If Quick 1/O is not available in the kernel, or a Veritas InfoScale Storage or Veritas
InfoScale Enterprise product license is not installed, a file system mounts without
Quick I/0 by default, the Quick I/O file name is treated as a regular file, and no error
message is displayed. If, however, you specify the -o gqio option, the mount
command prints the following error message and terminates without mounting the
file system.

VxFDD: You don't have a license to run this program

vxfs mount: Quick I/0 not available

To use Quick I/0, you must:

= Preallocate files on a VxFS file system
Preallocating database files for Quick I/O allocates contiguous space for the
files. The file system space reservation algorithms attempt to allocate space for
an entire file as a single contiguous extent. When this is not possible due to lack
of contiguous space on the file system, the file is created as a series of direct
extents. Accessing a file using direct extents is inherently faster than accessing
the same data using indirect extents. Internal tests have shown performance
degradation in OLTP throughput when using indirect extent access. In addition,
this type of preallocation causes no fragmentation of the file system.
You must preallocate Quick I/O files because they cannot be extended through
writes using their Quick I/O interfaces. They are initially limited to the maximum
size you specify at the time of creation.
See “Extending a Quick I/O file” on page 75.

» Use a special file naming convention to access the files
VxFS uses a special naming convention to recognize and access Quick I/O files
as raw character devices. VxFS recognizes the file when you add the following
extension to a file name:
::cdev:vxfs:
Whenever an application opens an existing VxFS file with the extension
::cdev:vxfs: (cdev being an acronym for character device), the file is treated
as if it were a raw device. For example, if the file temp01 is a regular VxFS file,
then an application can access temp01 as a raw character device by opening
it with the name:

.tempOl::cdev:vxfs:
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Note: We recommend reserving the : : cdev:vxfs: extension only for Quick
I/O files. If you are not using Quick 1/O, you could technically create a regular

file with this extension; however, doing so can cause problems if you later enable
Quick /0.

Depending on whether you are creating a new database or are converting an existing
database to use Quick 1/O, you have the following options:

If you are creating a new database to use Quick 1/O:

= You can use the giomkfile command to preallocate space for database files
and make them accessible to the Quick I/O interface.

= You can use the setext command to preallocate space for database files and
create the Quick I/O files.

See “Preallocating space for Quick I/O files using the setext command”
on page 64.

If you are converting an existing database:

= You can create symbolic links for existing VxFS files, and use these symbolic
links to access the files as Quick 1/O files.
See “Accessing regular VxFS files as Quick 1/O files” on page 66.

Preallocating space for Quick /O files using the
setext command

As an alternative to using the giomkfile command, you can also use the VxFS
setext command to preallocate space for database files.

Before preallocating space with setext, make sure the following conditions have

been met:
Prerequisites s The setext command requires superuser (root) privileges.
Usage notes = You can use the chown command to change the owner and group

permissions on the file after you create it.
See the setext (1M) manual page for more information.
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To create a Quick I/O database file using setext

1 Access the VxFS mount point and create a file:
# cd /mount point

# touch .filename

2 Use the setext command to preallocate space for the file:

# /opt/VRTS/bin/setext -r size -f noreserve -f chgsize \
.filename

3 Create a symbolic link to allow databases or applications access to the file
using its Quick 1/O interface:

# 1n -s .filename: :cdev:vxfs: filename
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4 Change the owner and group permissions on the file.

For example, for DB2:
# chown user:group .filename
# chmod 660 .dbfile
For example, for Sybase:
# chown sybase:sybase .filename

# chmod 660 .filename

5 To access the mountpoint for the database:

For example, for /db01, create a container, preallocate the space, and change
the permissions:

# ed /db01

# touch .dbfile

# /opt/VRTS/bin/setext -r 100M -f noreserve -f chgsize .dbfile
# 1ln -s .dbfile::cdev:vxfs: dbfile

For DB2:

# chown db2instl:db2iadml .dbfile
# chmod 660 .dbfile

For Sybase:

# chown sybase:sybase .dbfile

# chmod 660 .dbfile

Accessing regular VxFS files as Quick I/O files

You can access regular VxFS files as Quick I/O files using the : : cdev:vxfs: name
extension.

While symbolic links are recommended because they provide easy file system
management and location transparency of database files, the drawback of using
symbolic links is that you must manage two sets of files (for instance, during
database backup and restore).
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If possible, use relative path names instead of absolute path names
when creating symbolic links to access regular files as Quick /O
files. Using relative path names prevents copies of the symbolic link
from referring to the original file when the directory is copied. This
is important if you are backing up or moving database files with a
command that preserves the symbolic link.

However, some applications require absolute path names. If a file
is then relocated to another directory, you must change the symbolic
link to use the new absolute path. Alternatively, you can put all the
symbolic links in a directory separate from the data directories. For
example, you can create a directory named /database and put all
the symbolic links there, with the symbolic links pointing to absolute
path names.
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To access an existing regular file as a Quick I/O file on a VxFS file system

1 Access the VXFS file system mount point containing the regular files:

$ cd /mount point

2 Create the symbolic link:

S mv filename .filename

$ 1ln -s .filename::cdev:vxfs: filename
This example shows how to access the VxFS file dbfile as a Quick I/O file:

$ ed /db01
$ mv dbfile .dbfile
$ 1n -s .dbfile::cdev:vxfs: dbfile

This example shows how to confirm the symbolic link was created:

S 1ls -lo .dbfile dbfile

For DB2:
-rw-r--r-- 1 db2instl 104890368 Oct 2 13:42 .dbfile
lrwxrwxrwx 1 db2instl 19 Oct 2 13:42 dbfile ->

.dbfile::vxcdev:vxfs:

For Sybase:

$ 1s -lo .dbfile dbfile

-rw-r--r-- 1 sybase 104890368 Oct 2 13:42 .dbfile

lrwxrwxrwx 1 sybase 19 Oct 2 13:42 dbfile ->

.dbfile::cdev:vxfs:

Converting DB2 containers to Quick 1/O files

Special commands available in the /opt /VRTS/bin directory are provided to assist
you in converting an existing database to use Quick I/0O. You can use the
gio_getdbfiles command to extract a list of file names from the database system
tables and the gio_convertdbfiles command to convert this list of database files
to use Quick 1/0.

Before converting database files to Ouick I/O files, the following conditions must
be met:
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= Files you want to convert must be regular files on VxFS file systems
or links that point to regular VxFS files

» Converting existing database files to Quick 1/O files may not be the
best choice if the files are fragmented. Use the - option to
determine the fragmentation levels and choose one of two
approaches: Either exclude files that are highly fragmented and do
not have sufficient contiguous extents for Quick I/O use, or create
new files with the giomkfile command, rather than convert them
with the gio convertdbfiles command.

= gio getdbfiles skips any tablespaces that have a type of system
managed space (SMS), as these tablespaces are based on a
directory format and not suitable for conversion.

The gio_getdbfiles command retrieves a list of database files
and saves them in a file named mkgio . dat in the current directory.

» Instead ofusingthe gio getdbfiles command, you can manually
create the mkgio.dat file containing the DB2 instance filenames
that you want to convert to Quick 1/O files.

s The gio convertdbfiles command exits and prints an error
message if any of the database files are not on a VxFS file system.
If this happens, you must remove any non-VxFS files from the
mkgio.dat file before running the gio convertdbfiles
command.

The following options are available for the gio getdbfiles command:

-T

Lets you specify the type of database as db2. Specify this option only
in environments where the type of database is ambiguous (for example,
when multiple types of database environment variables, such as
$ORACLE_SID, SYBASE, DSQUERY, and $DB2INSTANCE, are present
on a server).

The following options are available for the gio convertdbfiles command:

Changes regular files to Quick I/O files using absolute path names. Use
this option when symbolic links need to point to absolute path names
(for example, at a site that uses SAP).

Displays a help message.

Enables you to specify the type of database as db2. Specify this option
only in environments where the type of database is ambiguous (for
example, when multiple types of database environment variables, such
as SORACLE SID, SYBASE, DSQUERY, and $DB2INSTANCE are present
on a server).
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-u Changes Quick I/O files back to regular files. Use this option to undo
changes made by a previous run of the gio convertdbfiles script.

To extract a list of DB2 containers to convert

& With the database instance up and running, run the gio_getdbfiles command
from a directory for which you have write permission:

$ cd /extract directory
$ export DB2DATABASE=database name
$ /opt/VRTS/bin/gio getdbfiles

The gio getdbfiles command extracts the list file names from the database
system tables and stores the file names and their size in bytes in a file called
mkgio.dat under the current directory.

Note: Alternatively, you can manually create the mkqgio.dat file containing the
DB2 database container names that you want to convert to use Quick 1/0. You
can also manually edit the mkgio.dat file generated by gio getdbfiles, and
remove files that you do not want to convert to Quick I/O files.

Note: To run the gio getdbfiles command, you must have permission to
access the database and permission to write to the /extract directory.

The mkgio.dat list file should look similar to the following:

/datallrl/VRTS11lrl/redo0l.log 52428800
/datallrl/VRTS11lrl/redo02.log 52428800
/datallrl/VRTS11lrl/redo03.log 52428800
/datallrl/VRTS11lrl/sysaux01l.dbf 632553472
/datallrl/VRTS11lrl/system0l.dbf 754974720
/datallrl/VRTS11lrl/undotbs0l.dbf 47185920
/datallrl/VRTS11lrl/users0l.dbf 5242880
/datallrl/ngiol.dbf 104857600
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To convert the DB2 database files to Quick 1/O files

1 Make the database inactive by either shutting down the instance or disabling
user connections.

Warning: Running the gio convertdbfiles command while the database is
up and running can cause severe problems with your database, including loss
of data and corruption.

2 Runthe gio_convertdofiles command from the directory containing the
mkgio.dat file:

$ cd /extract_directory

$ export DB2DATABASE=database name

$ /opt/VRTS/bin/gio_convertdbfiles

The list of files in the mkqio.dat file is displayed. For example:

filel
file2
file3
filed
file5

.filel
.file2:
.file3:
.filed:
.file5:

::cdev:
:cdev:
:cdev:
:cdev

:cdev:

vxfs:
vxfs:
vxfs:
:vxfs:

vxfs:

Runthe gio convertdbfiles command (with no options specified) to rename
the file filename to . filename and creates a symbolic link to . filename with
the Quick I/O extension. By default, the symbolic link uses a relative path name.

The qio_convertdbfiles script exits and prints an error message if any of
the database files are not on a VxFS file system. If this happens, you must
remove any non-VxFS files from the mkqgio.dat file before running the

gio convertdbfiles command again.

3 Make the database active again.

You can now access these database files using the Quick I/O interface.
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To undo the previous run of gio_convertdbfiles and change Quick I/O files
back to regular VxFS files

1 If the database is active, make it inactive by either shutting down the instance
or disabling user connections.

2 Run the following command from the directory containing the mkgio.dat file:
$ cd /extract directory
$ export DB2DATABASE=database name
$ /opt/VRTS/bin/gio convertdbfiles -u

The list of Quick I/O files in the mkgio.dat file is displayed. For example:

.filel::cdev:vxfs: --> filel
.file2::cdev:vxfs: --> file2
.file3::cdev:vxfs: --> file3
.filed::cdev:vxfs: --> filed
.fileS5::cdev:vxfs: --> fileb

The qio convertdbfiles command with the undo option (-u) specified
renames the files from <.filename> to <filename> and undoes the symbolic
link to . filename that was created along with the Quick 1/O files.

About sparse files

Support for sparse files lets applications store information (in inodes) to identify
data blocks that have only zeroes, so that only blocks containing non-zero data
have to be allocated on disk.

For example, if a file is 10KB, it typically means that there are blocks on disk covering
the whole 10KB. Assume that you always want the first 9K to be zeroes. The
application can go to an offset of 9KB and write 1KB worth of data. Only a block
for the 1KB that was written is allocated, but the size of the file is still 10KB.

The file is now sparse. It has a hole from offset 0 to 9KB. If the application reads
any part of the file within this range, it will see a string of zeroes.

If the application subsequently writes a 1KB block to the file from an offset of 4KB,
for example, the file system will allocate another block.

The file then looks like:
s 0-4KB - hole
= 4-5KB - data block
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= 5-9KB - hole
= 9-10KB - data block

So a 1TB file system can potentially store up to 2TB worth of files if there are
sufficient blocks containing zeroes. Quick I/O files cannot be sparse and will always
have all blocks specified allocated to them.

Displaying Quick I/O status and file attributes

You can obtain and display information about Quick 1/O status and file attributes
using various options of the 1s command:

-al Lists all files on a file system, including Quick 1/O files and their links.
-1L Shows if Quick 1/0 was successfully installed and enabled.
-allL Shows how a Quick I/O file name is resolved to that of a raw device.

To list all files on the current file system, including Quick I/O files and their
links

& Use the 1s -al command with the file names:
S 1ls -al filename .filename

The following example shows how to use the -a option to display the absolute
path name created using giomkfile:

$ 1s -al d* .d4*

For DB2:
-rw-r--r-- 1 db2instl db2iadml 104890368 Oct 2 13:42 .dbfile
lrwxrwxrwx 1 db2instl db2iadml 19 Oct 2 13:42 dbfile ->

.dbfile::cdev:vxfs:

For Sybase:
-rw-r--r-- 1 sybase sybase 104890368 Oct 2 13:42 .dbfile
lrwxrwxrwx 1 sybase sybase 19 Oct 2 13:42 dbfile ->

.dbfile::cdev:vxfs:
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To determine if Quick I/O is installed and enabled for DB2

¢ Use the 1s command as follows:
$ 1ls -1L filename

The following example shows how to determine if Quick 1/O is installed and
enabled:

$ 1s -1L dbfile

where the first character, ¢, indicates it is a raw character device file, and the
major and minor device numbers are displayed in the size field. If you see a
No such file or directory message, Quick I/O did not install properly or
does not have a valid Veritas InfoScale Enterprise and Storage license keys.

To determine if a Sybase segment has been converted to Quick I/0

& Use the 1s command as follows:
$ 1ls -1L filename

The following example shows how to determine if Quick 1/O is installed and
enabled:

$ 1ls -1L dbfile

Crw-r--r-- 1 sybase dba 45, 1 Oct 2 13:42 dbfile
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To show a Quick I/O file resolved to a raw device

& Use the 1s command with the file names as follows:

$ 1s -all filename .filename

The following example shows how the Quick I/O file name dbfile is resolved

to that of a raw device:

$ 1s -alL d* .d*

For DB2:

Crw-—r—-r-- 1 db2instl db2iadml 45, 1
-rw-r--r-- 1 db2instl db2iadml 104890368
For Sybase:

Crw-—r—--r-- 1 sybase sybase 45, 1
—rw-r--r—--— 1 sybase sybase 104890368

Extending a Quick 1/O file
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Although Quick I/O files must be preallocated, they are not limited to the preallocated
sizes. You can grow or “extend” a Quick 1/O file by a specific amount or to a specific
size, using options to the giomkfile command. Extending Quick I/O files is a fast,

online operation and offers a significant advantage over using raw devices.

Before extending a Quick I/O file, make sure the following conditions have been

met:

Prerequisites = You must have sufficient space on the file system to extend the

Quick /O file.
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Usage notes = You can also grow VxFS file systems online (provided the underlying
disk or volume can be extended) using the fsadm command. You
can expand the underlying volume and the filesystem with the
vxresize command.

= You must have superuser (root) privileges to resize VxFS file
systems using the £sadm command.

= For Sybase: although you have the ability to extend a Quick /O file,
you cannot resize a database device in Sybase once it is initialized.
However, with the ability to grow the volumes and file systems online,
you can easily allocate new database devices to be used for new
segments and to extend existing segments.

s Seethe fsadm vxfs (1M)and giomkfile (1M) manual pages
for more information.

The following options are available with the giomkfile command:

-e Extends the file by a specified amount to allow resizing.

-r Increases the file to a specified size to allow resizing.

To extend a Quick /O file

1 If required, ensure the underlying storage device is large enough to contain a
larger VxFS file system (see the vxassist(1M) manual page for more
information), and resize the VxFS file system using fsadm command:

For Sybase, for example:

# /opt/VRTS/bin/fsadm -b newsize /mount point
where:

= -Db is the option for changing size

= newsize is the new size of the file system in bytes, kilobytes, megabytes,
blocks, or sectors
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= mount_point is the file system's mount point
2 Extend the Quick /O file using the giomkfile command:
# /opt/VRTS/bin/qiomkfile -e extend amount /mount_point/filename
or
# /opt/VRTS/bin/qiomkfile -r newsize /mount point/filename

An example to show how to grow VxFS file system:
/db01 to 500MB and extend the tbs1 cont001 Quick I/O file by 20MB:

# /opt/VRTS/bin/qiomkfile -e 20M /db01l/tbsl_cont001
# /opt/VRTS/bin/fsadm -b 500M /db01

An example to show how to grow VxFS file system for DB2:

/db01 to 500MB and resize the tbs1 cont001 Quick I/O file to 300MB:
# /opt/VRTS/bin/fsadm -b 500M /db01
# /opt/VRTS/bin/qiomkfile -r 300M /db0l/tbsl_cont001

An example to show how to grow VxFS file system for Sybase:

/db01 to 500MB and resize the dbfrile Quick I/O file to 300MB:
# /opt/VRTS/bin/fsadm -b 500M /db01

# /opt/VRTS/bin/qiomkfile -r 300M /db0l/dbfile

Monitoring tablespace free space with DB2 and
extending tablespace containers

DB2 does not automatically make use of extended DMS files. When tablespace
space needs to be extended, a number of DB2 commands must be run. Unlike raw
devices, a Database Administrator can easily extend Quick I/O files online. Using
this method, a Database Administrator can monitor the free space available in the
DB2 tablespaces and use the gqiomkfile command to grow the Quick I/O files
online as needed (typically when the file is about 80 to 90% full). This method does
not require you to lock out unused disk space for Quick I/O files. The free space
on the file system is available for use by other applications.

Before extending tablespaces, make sure the following conditions have been met:
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Prerequisites = Log on as the DB2 instance owner.

Usage notes »  Monitor the free space available in the Quick 1/O file, and grow the
file as necessary with the giomkfile command.

» A Database Administrator can grow underlying VxFS file systems
online (provided the underlying disk or volume can be extended)
using the £sadm command. See the fsadm (1M) manual page for
more information.

» ltis strongly recommended that if a DB2 tablespace is running out
of space, that all containers are grown by the same amount. It is
possible to add extra containers to the tablespace, but this results
in DB2 performing a relayout of the data to balance usage across
all available containers in the tablespace.

Also refer to the DB2 Administration Guide section on Managing
Storage and the DB2 SQL Reference Guide for information on the
ALTER TABLESPACE command.

To monitor the free space available in a DB2 tablespace

¢ Use the following DB2 commands:

$ db2 connect to database
$ db2 list tablespaces show detail
$ db2 terminate

To extend a Quick I/O file using giomkfile

¢ Use the giomkfile command to extend the Quick I/O file (if the container is
running low on free blocks):

# /opt/VRTS/bin/qiomkfile -e extend amount filename
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To extend a DB2 tablespace by a fixed amount

¢ Use the following DB2 commands:
$ db2 connect to database
$ db2 alter tablespace tablespace-name extend (ALL amount)
$ db2 terminate

This example shows how to monitor the free space on the tablespaces in
database proD:

$ db2 connect to PROD
$ db2 list tablespaces show detail
$ db2 terminate

This example shows how to extend the three DB2 containers owned by
tablespace evp by 500MB using the giomkfile command:

# /opt/VRTS/bin/qiomkfile -e 500M tbsEMP cont001
# /opt/VRTS/bin/qiomkfile -e 500M tbsEMP_ cont002
# /opt/VRTS/bin/qiomkfile -e 500M tbsEMP_cont003

This example shows how to notify DB2 that all containers in tablespace evp
have grown by 500MB:

$ db2 connect to PROD
$ db2 alter tablespace EMP extend (ALL 500M)
$ db2 terminate

This example shows how to verify the newly allocated space on the tablespace
EMP in database ProD:

$ db2 connect to PROD
$ db2 list tablespaces show detail

$ db2 terminate
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Recreating Quick I/O files after restoring a

database

If you need to restore your database and were using Quick /O files, you can use
the gio_recreate command to automatically recreate the Quick I/O files after you
have performed a full database recovery. The gio_recreate command uses the
mkgio.dat file, which contains a list of the Quick I/O files used by the database
and the file sizes.

For information on recovering your database, refer to the documentation that came
with your database software.

Before recreating Quick 1/0 with the gio recreate command, make sure the
following conditions have been met:

DB2 Prerequisites = Recover your database before attempting to recreate the Quick 1/0

files.

s Login as the DB2 instance owner (typically, the user ID db2inst1)
to run the gio recreate command.

» In the directory from which you run the gio recreate command,
you must have an existing mkgio.dat file.

= For DB2:
The DB2DATABASE environment variable must be set.

s For Sybase:
The SYBASE and DSQUERY environment variables must be set.

Usage notes s The gio recreate command supports only conventional Quick
I/O files.
n Seethe gio recreate(1M) manual page for more information.

To recreate Quick /O files after recovering a database
¢ AsDBA, use the gio_recreate command as follows:

For DB2:

$ /opt/VRTS/bin/qio_recreate
For Sybase:

$ /opt/VRTS/bin/qio_recreate

You will not see any output if the command is successful.

When you run the gqio_recreate command, the following actions occur:



Improving database performance with Quick 1/0 | 81
Disabling Quick I/0

If... Then...
a Quick /O file is missing the Quick I/O file is recreated.

a symbolic link from a regular VxFS file to a the symbolic link is recreated.
Quick I/O file is missing

a symbolic link and its associated Quick /O  both the link and the Quick I/O file are
file are missing recreated.

a Quick /O file is missing and the regular the Quick I/O file is not recreated and a
VxFS file that it is symbolically linked to is not warning message is displayed.
the original VxFS file

a Quick I/0O file is smaller than the size listed the Quick I/O file is not recreated and a
in the mkgio.dat file warning message is displayed.

Disabling Quick 1/O

Before disabling Quick 1/0, make sure the following condition has been met:

Prerequisite The file system you are planning to remount must be located in the
/etc/filesystems file.

The file system you are planning to remount must be located in the
/etc/fstab file.

For DB2: If you need to disable the Quick 1/O feature, you need to remount the
VXFS file system using a special mount option.

If you need to disable the Quick I/O feature, you first need to convert any Quick 1/0
files back to regular VxFS files. Then, remount the VxFS file system using a special
mount option.

Warning: For DB2: do not disable Quick I/0 on VxFS file systems containing Quick
I/0O containers of type pEvicE. Doing so causes the tablespace containing them to
go offline.
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To remount the file system with Quick I/O disabled For DB2
& Use the mount -o nogio command as follows:

# /opt/VRTS/bin/mount -V vxfs -o remount,nogio special

/mount_point
For example, to remount file system do01 with Quick 1/O disabled:

# /opt/VRTS/bin/mount -V vxfs -o remount,noqgio \
/dev/vx/dsk/dbdg/vol01 /db01

To disable Quick I/O for DB2

1 If the database is active, make it inactive by either shutting down the instance
or disabling user connections.

2 To remount the file system with Quick I/O disabled, use the command as
follows:

# /opt/VRTS/bin/mount -V vxfs -o remount,noqio /mount_point

To disable Quick I/O for Sybase
1 If the database is running, shut it down.

2 To remount the file system with Quick I/O disabled, use the command as
follows:

# /opt/VRTS/bin/mount -V vxfs -o remount,noqio /mount_point
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This chapter includes the following topics:
= About Concurrent I/O

= Tasks for enabling and disabling Concurrent 1/O

About Concurrent I/O

Concurrent I/0 improves the performance of regular files on a VxFS file system
without the need for extending namespaces and presenting the files as devices.
This simplifies administrative tasks and allows databases, which do not have a
sequential read/write requirement, to access files concurrently. This chapter
describes how to use the Concurrent I/O feature.

Concurrent I/O improves the performance of regular files on a VxFS file system.
This simplifies administrative tasks and allows databases, which do not have a
sequential read/write requirement, to access files concurrently. This chapter
describes how to use the Concurrent I/O feature.

With DB2 8.2.2 or later, you can use the Concurrent |/O feature to improve data
write performance for DMS tablespaces with FILE containers. Concurrent I/O can
also improve data write performance for most SMS tablespaces.

Quick 1/O is an alternative solution for DMS tablespaces.

In some cases (for example, if the system has extra memory), Cached Quick 1/0
may further enhance performance.
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How Concurrent I/0 works

Traditionally, Linux semantics require that read and write operations on a file occur
in a serialized order. Because of this, a file system must enforce strict ordering of
overlapping read and write operations. However, databases do not usually require
this level of control and implement concurrency control internally, without using a

file system for order enforcement.

Traditionally, UNIX semantics require that read and write operations on a file occur
in a serialized order. Because of this, a file system must enforce strict ordering of
overlapping read and write operations. However, databases do not usually require
this level of control and implement concurrency control internally, without using a
file system for order enforcement.

The Concurrent I/O feature removes these semantics from the read and write
operations for databases and other applications that do not require serialization.

The benefits of using Concurrent 1/O are:

= Concurrency between a single writer and multiple readers
= Concurrency among multiple writers

= Minimalization of serialization for extending writes

= All l/Os are direct and do not use file system caching

= |/O requests are sent directly to file systems

= Inode locking is avoided

Tasks for enabling and disabling Concurrent 1/O

Concurrent I/O is not turned on by default and must be enabled manually. You will
also have to manually disable Concurrent I/O if you choose not to use it in the future.

You can perform the following tasks:
= Enable Concurrent I/0

s Disable Concurrent I/10

Enabling Concurrent I/O for DB2

Because you do not need to extend name spaces and present the files as devices,
you can enable Concurrent I/O on regular files.

For DB2, you can enable an entire file system to use Concurrent I/O or you can
enable specific SMS containers to use Concurrent I/O. If you enable a specific SMS
container, the rest of the file system will use the regular buffer I/O.
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Before enabling Concurrent 1/O, review the following:

Prerequisites = To use the Concurrent I/O feature, the file system must be a VxFS
file system.
= Make sure the mount point on which you plan to mount the file
system exists.
= Make sure the DBA can access the mount point.

Usage notes » Files that are open and using Concurrent I/O cannot be opened
simultaneously by a different user not using the Concurrent 1/0
feature.

= Veritas NetBackup cannot backup a database file if the file is open
and using Concurrent I/0. However, you can still backup the
database online using the DB2 BACKUP utility.

= When a file system is mounted with the Concurrent I/O option, do
not enable Quick 1/0. DB2 will not be able to open the Quick 1/0
files and the instance start up will fail. (Quick 1/O is not available on
Linux.)

= If the Quick I/O feature is availabe, do not use any Quick I/O tools
if the database is using Concurrent 1/0.

n Seethemount vxfs(1M)manual page for more information about
mount settings.

For DB2, /mount_point is the directory in which you can put data containers of the
SMS tablespaces using the Concurrent I/O feature.

Note: This applies to both creating a new tablespace to use Concurrent 1/0 or
enabling an existing tablespace to use Concurrent I/O.

For example for DB2 to mount a file system named /datavol on a mount point
named /db2data:

# /usr/sbin/mount -V vxfs -o cio /dev/vx/dsk/db2dg/datavol \
/db2data

# /usr/sbin/mount -t vxfs -o cio /dev/vx/dsk/db2dg/datavol \
/db2data

To enable Concurrent /0 on a new SMS container using the namefs -o cio
option

¢ Using the mountcommand, mount the directory in which you want to put data
containers of the SMS tablespaces using the Concurrent I/O feature.

# /usr/sbin/mount -Vt namefs -o cio /path name /new_mount point

85



Improving DB2 database performance with Veritas Concurrent I/O
Tasks for enabling and disabling Concurrent I/O

where:

= /path_name is the directory in which the files that will be using Concurrent
I/O reside

= /new_mount_point is the new target directory that will use the Concurrent
1/O feature

The following is an example of mounting a directory (where the new SMS containers
are located) to use Concurrent I/O.

To mount an SMS container named /containerl on a mount point named /mysms:
# /usr/sbin/mount -Vt namefs -o cio /datavol/mysms/containerl /mysms

To enable Concurrent I/O on an existing SMS container using the namefs -o
cio option

1 Stop the DB2 instance using the db2stop command.

2 Make the directory that will have Concurrent I/O turned on available using the
mv command.

# mv /mydb/mysmsdir /mydb/mysmsdir2

3 Remount /mydb/mysmsdir2 ON /mydb/mysmsdir using the mount command
with the -o cio option.

# mount -Vt namefs -o cio /mydb/mysmsdir2 /mydb/mysmsdir

4  Start the DB2 instance using the db2start command.

# db2stop
# mv /mydb/mysmsdir /mydb/mysmsdir2
# mount -Vt namefs -o cio /mydb/mysmsdir2 /mydb/mysmsdir
# db2start

This example shows how to mount a directory for an existing SMS container to use
Concurrent /0.

To enable Concurrent I/O on a DB2 tablespace when creating the tablespace

1 Usethe db2 -v "create regular tablespace..." command with the no
file system caching option.

2 Set all other parameters according to your system requirements.
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To enable Concurrent I/O on an existing DB2 tablespace

¢ UsetheDB2no file system caching option as follows:
# db2 -v "alter tablespace tablespace name no file system caching"

where tablespace_name is the name of the tablespace for which you are
enabling Concurrent 1/0.

To verify that Concurrent I/O has been set for a particular DB2 tablespace

1 Use the DB2 get snapshot option to check for Concurrent I/O.
# db2 -v "get snapshot for tablespaces on dbname"

where dbname is the database name.

2 Find the tablespace you want to check and look for the File system caching
attribute. If you see File system caching = No, then Concurrent I/O is
enabled.

Disabling Concurrent 1/0O for DB2

If you need to disable Concurrent I/O, use the DB2 file system caching option.

Note: If you used the namefs -o cio option with the mountcommand to mount a
directory to enable Concurrent I/0, make sure you remount without that option as
well. Also, if you follow the directions for enabling Concurrent I/O on an existing
SMS container, rename the directory back to the original name.

To disable Concurrent I/O on a DB2 tablespace

¢ UsetheDB2 file system caching option as follows:
# db2 -v "alter tablespace tablespace name file system caching"

where tablespace_name is the name of the tablespace for which you are
disabling Concurrent 1/0.
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This chapter includes the following topics:

About point-in-time copies

When to use point-in-time copies

About Storage Foundation point-in-time copy technologies
Point-in-time copy solutions supported by SFDB tools

About snapshot modes supported by Storage Foundation for Databases (SFDB)
tools

Volume-level snapshots

Storage Checkpoints

About point-in-time copies

Storage Foundation offers a flexible and efficient means of managing
business-critical data. Storage Foundation lets you capture an online image of an
actively changing database at a given instant, called a point-in-time copy.

More and more, the expectation is that the data must be continuously available
(24x7) for transaction processing, decision making, intellectual property creation,
and so forth. Protecting the data from loss or destruction is also increasingly
important. 