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/O fencing requirements

This chapter includes the following topics:

= /O fencing requirements

I/O fencing requirements

Depending on whether you plan to configure disk-based fencing or server-based
fencing, make sure that you meet the requirements for coordination points:

» Coordinator disks
See “Coordinator disk requirements for 1/0 fencing” on page 14.

= CP servers
See “CP server requirements” on page 15.

To configure disk-based fencing or to configure server-based fencing with at least
one coordinator disk, make sure a version of Veritas Volume Manager (VxVM) that
supports SCSI-3 persistent reservations (SCSI-3 PR) is installed on the VCS cluster.

See the Veritas InfoScale™ Installation Guide.

If you have installed Veritas InfoScale Enterprise in a virtual environment that is
not SCSI-3 PR compliant, review the requirements to configure non-SCSI-3 fencing.

See “Non-SCSI-3 I/O fencing requirements” on page 17.

Coordinator disk requirements for 1/O fencing
Make sure that the I/O fencing coordinator disks meet the following requirements:

= For disk-based I/O fencing, you must have at least three coordinator disks or
there must be odd number of coordinator disks.

s The coordinator disks must be DMP devices.

= Each of the coordinator disks must use a physically separate disk or LUN.



1/0 fencing requirements
1/0 fencing requirements

Veritas recommends using the smallest possible LUNs for coordinator disks.
Each of the coordinator disks should exist on a different disk array, if possible.
The coordinator disks must support SCSI-3 persistent reservations.

Coordinator devices can be attached over iSCSI protocol but they must be DMP
devices and must support SCSI-3 persistent reservations.

Veritas recommends using hardware-based mirroring for coordinator disks.

Coordinator disks must not be used to store data or must not be included in disk
groups that store user data.

Coordinator disks cannot be the special devices that array vendors use. For
example, you cannot use EMC gatekeeper devices as coordinator disks.

The coordinator disk size must be at least 128 MB.

CP server requirements

VCS 7.4.2 clusters (application clusters) support coordination point servers (CP
servers) that are hosted on the following VCS and SFHA versions:

VCS 6.1 or later single-node cluster

SFHA 6.1 or later cluster

Upgrade considerations for CP servers

Upgrade VCS or SFHA on CP servers to version 7.4.2 if the current release
version is prior to version 6.1.

You do not need to upgrade CP servers to version 7.4.2 if the release version
is 6.1 or later.

CP servers on version 6.1 or later support HTTPS-based communication with
application clusters on version 6.1 or later.

CP servers on version 6.1 to 7.0 support IPM-based communication with
application clusters on versions before 6.1.

You need to configure VIPs for HTTPS-based communication if release version
of application clusters is 6.1 or later.

Make sure that you meet the basic hardware requirements for the VCS/SFHA cluster
to host the CP server.

See the Veritas InfoScale™ Installation Guide.
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1/0 fencing requirements

Note: While Veritas recommends at least three coordination points for fencing, a
single CP server as coordination point is a supported server-based fencing
configuration. Such single CP server fencing configuration requires that the

coordination point be a highly available CP server that is hosted on an SFHA cluster.

Make sure you meet the following additional CP server requirements which are
covered in this section before you install and configure CP server:

Hardware requirements
Operating system requirements
Networking requirements (and recommendations)

Security requirements

Table 1-1 lists additional requirements for hosting the CP server.

Table 1-1 CP server hardware requirements
Hardware required Description
Disk space To host the CP server on a VCS cluster or SFHA cluster,

each host requires the following file system space:

= 550 MB in the /opt directory (additionally, the language
pack requires another 15 MB)

n 300 MB in /usr

s 20 MB in /var

s 10 MB in /etc (for the CP server database)

Storage When CP server is hosted on an SFHA cluster, there must

be shared storage between the nodes of this SFHA cluster.

RAM Each CP server requires at least 512 MB.

Network Network hardware capable of providing TCP/IP connection

between CP servers and VCS clusters (application clusters).

Table 1-2 displays the CP server supported operating systems and versions. An
application cluster can use a CP server that runs any of the following supported
operating systems.
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Table 1-2 CP server supported operating systems and versions

CP server Operating system and version

CP server hosted on a VCS | CP server supports any of the following operating systems:

single-node cluster or on an
SFHA cluster

AIX7.1and 7.2

Review other details such as supported operating system
levels and architecture for the supported operating systems.

See the Veritas InfoScale 7.4.2 Release Notes for that
platform.

Following are the CP server networking requirements and recommendations:

Veritas recommends that network access from the application clusters to the
CP servers should be made highly-available and redundant. The network
connections require either a secure LAN or VPN.

The CP server uses the TCP/IP protocol to connect to and communicate with
the application clusters by these network paths. The CP server listens for
messages from the application clusters using TCP port 443 if the communication
happens over the HTTPS protocol. TCP port 443 is the default port that can be
changed while you configure the CP server.

Veritas recommends that you configure multiple network paths to access a CP
server. If a network path fails, CP server does not require a restart and continues
to listen on all the other available virtual IP addresses.

The CP server only supports Internet Protocol version 4 (IPv4) when
communicating with the application clusters over the HTTPS protocol.

When placing the CP servers within a specific network configuration, you must
take into consideration the number of hops from the different application cluster
nodes to the CP servers. As a best practice, Veritas recommends that the
number of hops and network latency from the different application cluster nodes
to the CP servers should be equal. This ensures that if an event occurs that
results in an 1/0O fencing scenario, there is no bias in the race due to difference
in number of hops or network latency between the CPS and various nodes.

For communication between the VCS cluster (application cluster) and CP server,
review the following support matrix:

For information about establishing secure communications between the application
cluster and CP server, see the Cluster Server Administrator's Guide.

Non-SCSI-3 I/O fencing requirements

Supported virtual environment for non-SCSI-3 fencing:

17
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= |IBM P Server LPARs with VIOS running
Guest operating system: AIX 7.1 or 7.2

Make sure that you also meet the following requirements to configure fencing in
the virtual environments that do not support SCSI-3 PR:

= VCS must be configured with Cluster attribute UseFence set to SCSI3

= For server-based I/O fencing, all coordination points must be CP servers

18



Preparing to configure
VCS clusters for data
integrity

This chapter includes the following topics:
= About planning to configure 1/O fencing

= Setting up the CP server

About planning to configure I/O fencing

After you configure VCS with the installer, you must configure 1/0 fencing in the
cluster for data integrity. Application clusters on release version 7.4.2 (HTTPS-based
communication) only support CP servers on release version 6.1 and later.

You can configure disk-based I/O fencing, server-based I/O fencing, or
majority-based I/O fencing. If your enterprise setup has multiple clusters that use
VCS for clustering, Veritas recommends you to configure server-based I/O fencing.

The coordination points in server-based fencing can include only CP servers or a
mix of CP servers and coordinator disks.

Veritas also supports server-based fencing with a single coordination point which
is a single highly available CP server that is hosted on an SFHA cluster.



Preparing to configure VCS clusters for data integrity
About planning to configure 1/0 fencing

Warning: For server-based fencing configurations that use a single coordination
point (CP server), the coordination point becomes a single point of failure. In such
configurations, the arbitration facility is not available during a failover of the CP
server in the SFHA cluster. So, if a network partition occurs on any application
cluster during the CP server failover, the application cluster is brought down. Veritas
recommends the use of single CP server-based fencing only in test environments.

You use majority fencing mechanism if you do not want to use coordination points
to protect your cluster. Veritas recommends that you configure I/O fencing in majority
mode if you have a smaller cluster environment and you do not want to invest
additional disks or servers for the purposes of configuring fencing.

Note: Majority-based I/O fencing is not as robust as server-based or disk-based
I/O fencing in terms of high availability. With majority-based fencing mode, in rare
cases, the cluster might become unavailable.

If you have installed VCS in a virtual environment that is not SCSI-3 PR compliant,
you can configure non-SCSI-3 fencing.

See Figure 2-2 on page 22.

Figure 2-1 illustrates a high-level flowchart to configure 1/0 fencing for the VCS
cluster.
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Figure 2-1 Workflow to configure I/O fencing
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Figure 2-2 illustrates a high-level flowchart to configure non-SCSI-3 I/O fencing for
the VCS cluster in virtual environments that do not support SCSI-3 PR.
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Figure 2-2 Workflow to configure non-SCSI-3 I/O fencing
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After you perform the preparatory tasks, you can use any of the following methods
to configure 1/O fencing:



Using the installer

Using response files

Manually editing configuration files
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See “Setting up disk-based 1/O fencing using installer” on page 75.
See “Setting up server-based 1/O fencing using installer” on page 84.

See “Setting up non-SCSI-3 I/O fencing in virtual environments using
installer” on page 98.

See “Setting up majority-based I/O fencing using installer” on page 99.

See “Response file variables to configure disk-based I/O fencing”
on page 119.

See “Response file variables to configure server-based I/O fencing”
on page 123.

See “Response file variables to configure non-SCSI-3 1/0O fencing”
on page 126.

See “Response file variables to configure majority-based I/O fencing”
on page 128.

See “Configuring 1/O fencing using response files” on page 118.

See “Setting up disk-based I/0 fencing manually” on page 152.
See “Setting up server-based 1/0O fencing manually” on page 157.

See “Setting up non-SCSI-3 fencing in virtual environments manually”
on page 170.

See “Setting up majority-based 1/0 fencing manually ” on page 176.

You can also migrate from one 1/O fencing configuration to another.

See the Storage foundation High Availability Administrator's Guide for more details.

Typical VCS cluster configuration with disk-based 1/O fencing

Figure 2-3 displays a typical VCS configuration with two nodes and shared storage.
The configuration uses three coordinator disks for 1/O fencing.
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Figure 2-3 Typical VCS cluster configuration with disk-based 1/O fencing
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Shared storage
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Figure 2-4 displays a configuration using a VCS cluster (with two nodes), a single

CP server, and two coordinator disks. The nodes within the VCS cluster are
connected to and communicate with each other using LLT links.

Figure 2-4 CP server, VCS cluster, and coordinator disks
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Recommended CP server configurations

Following are the recommended CP server configurations:

Multiple application clusters use three CP servers as their coordination points
See Figure 2-5 on page 26.

Multiple application clusters use a single CP server and single or multiple pairs
of coordinator disks (two) as their coordination points
See Figure 2-6 on page 26.

Multiple application clusters use a single CP server as their coordination point
This single coordination point fencing configuration must use a highly available
CP server that is configured on an SFHA cluster as its coordination point.

See Figure 2-7 on page 27.

Warning: In a single CP server fencing configuration, arbitration facility is not
available during a failover of the CP server in the SFHA cluster. So, if a network
partition occurs on any application cluster during the CP server failover, the
application cluster is brought down.

Although the recommended CP server configurations use three coordination points,
you can use more than three coordination points for I/O fencing. Ensure that the
total number of coordination points you use is an odd number. In a configuration
where multiple application clusters share a common set of CP server coordination
points, the application cluster as well as the CP server use a Universally Unique
Identifier (UUID) to uniquely identify an application cluster.

Figure 2-5 displays a configuration using three CP servers that are connected to
multiple application clusters.

25
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Figure 2-5 Three CP servers connecting to multiple application clusters
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Figure 2-6 displays a configuration using a single CP server that is connected to
multiple application clusters with each application cluster also using two coordinator

disks.

Figure 2-6 Single CP server with two coordinator disks for each application
cluster
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Figure 2-7 displays a configuration using a single CP server that is connected to
multiple application clusters.

Figure 2-7 Single CP server connecting to multiple application clusters

CP server hosted on an SFHA cluster

Public network

TCP/IP

N

N I N I

application clusters
(clusters which run VCS, SFHA, SFCFS, or SF Oracle RAC to provide high availability for applications)

See “Configuration diagrams for setting up server-based I/O fencing” on page 318.

Setting up the CP server

Table 2-1 lists the tasks to set up the CP server for server-based 1/O fencing.

Table 2-1 Tasks to set up CP server for server-based 1/O fencing
Task Reference
Plan your CP server setup See “Planning your CP server setup”
on page 28.
Install the CP server See “Installing the CP server using the

installer” on page 29.

Set up shared storage for the CP server See “Setting up shared storage for the CP
database server database” on page 29.
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Table 2-1 Tasks to set up CP server for server-based 1/O fencing

(continued)

Task

Reference

Configure the CP server

See “ Configuring the CP server using the
installer program” on page 30.

See “Configuring the CP server manually”
on page 39.

See “Configuring CP server using response
files” on page 44.

Verify the CP server configuration

See “Verifying the CP server configuration”
on page 48.

Planning your CP server setup

Follow the planning instructions to set up CP server for server-based I/O fencing.

To plan your CP server setup

1 Decide whether you want to host the CP server on a single-node VCS cluster,

or on an SFHA cluster.

Veritas recommends hosting the CP server on an SFHA cluster to make the

CP server highly available.

2 If you host the CP server on an SFHA cluster, review the following information.
Make sure you make the decisions and meet these prerequisites when you

set up the CP server:

= You must set up shared storage for the CP server database during your

CP server setup.

» Decide whether you want to configure server-based fencing for the VCS
cluster (application cluster) with a single CP server as coordination point
or with at least three coordination points.

Veritas recommends using at least three coordination points.

3 Set up the hardware and network for your CP server.

See “CP server requirements” on page 15.

4 Have the following information handy for CP server configuration:

= Name for the CP server

The CP server name should not contain any special characters. CP server
name can include alphanumeric characters, underscore, and hyphen.

s Port number for the CP server
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Allocate a TCP/IP port for use by the CP server.
Valid port range is between 49152 and 65535. The default port number for
HTTPS-based communication is 443.

= Virtual IP address, network interface, netmask, and networkhosts for the
CP server
You can configure multiple virtual IP addresses for the CP server.

Installing the CP server using the installer

Perform the following procedure to install Veritas InfoScale Enterprise and configure
VCS or SFHA on CP server systems.

To install Veritas InfoScale Enterprise and configure VCS or SFHA on the CP
server systems

¢ Depending on whether your CP server uses a single system or multiple systems,
perform the following tasks:

CP server setup uses a Install Veritas InfoScale Enterprise or Veritas InfoScale Availability and configure VCS to
single system create a single-node VCS cluster.

Proceed to configure the CP server.
See “ Configuring the CP server using the installer program” on page 30.

See “Configuring the CP server manually” on page 39.

CP server setup uses Install Veritas InfoScale Enterprise and configure SFHA to create an SFHA cluster. This
multiple systems makes the CP server highly available.

See the Veritas InfoScale Installation Guide for instructions on installing SFHA.

See the Storage Foundation and High Availability Configuration and Upgrade Guide for
configuring SFHA.

Proceed to set up shared storage for the CP server database.

Setting up shared storage for the CP server database

If you configured SFHA on the CP server cluster, perform the following procedure
to set up shared storage for the CP server database.

The installer can set up shared storage for the CP server database when you
configure CP server for the SFHA cluster.

Veritas recommends that you create a mirrored volume for the CP server database
and that you use the VxFS file system type.
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To set up shared storage for the CP server database

1 Create a disk group containing the disks. You require two disks to create a
mirrored volume.

For example:

# vxdg init cps_dg diskl disk2

2 Create a mirrored volume over the disk group.

For example:

# vxassist -g cps_dg make cps_vol volume size layout=mirror

3 Create a file system over the volume.

The CP server configuration utility only supports vxfs file system type. If you
use an alternate file system, then you must configure CP server manually.

Depending on the operating system that your CP server runs, enter the following
command:

AIX # mkfs -V vxfs /dev/vx/rdsk/cps_dg/cps_volume

Configuring the CP server using the installer program

Use the configcps option available in the installer program to configure the CP
server.

Perform one of the following procedures:

For CP servers on See “To configure the CP server on a single-node VCS cluster”
single-node VCS on page 30.
cluster:

For CP servers on an  See “To configure the CP server on an SFHA cluster” on page 34.
SFHA cluster:

To configure the CP server on a single-node VCS cluster
1  Verify that the vrRTscps fileset is installed on the node.

2 Run the installer program with the configcps option.

# /opt/VRTS/install/installer -configcps



Preparing to configure VCS clusters for data integrity | 31
Setting up the CP server

Installer checks the cluster information and prompts if you want to configure
CP Server on the cluster.

Enter y to confirm.

Select an option based on how you want to configure Coordination Point server.

1) Configure Coordination Point Server on single node VCS system
2) Configure Coordination Point Server on SFHA cluster

3) Unconfigure Coordination Point Server

Enter the option: [1-3,q] 1.
The installer then runs the following preconfiguration checks:

= Checks to see if a single-node VCS cluster is running with the supported
platform.
The CP server requires VCS to be installed and configured before its
configuration.

The installer automatically installs a license that is identified as a CP
server-specific license. It is installed even if a VCS license exists on the node.
CP server-specific key ensures that you do not need to use a VCS license on
the single-node. It also ensures that Veritas Operations Manager (VOM)
identifies the license on a single-node coordination point server as a CP
server-specific license and not as a VCS license.

Restart the VCS engine if the single-node only has a CP server-specific license.

A single node coordination point server will be configured and
VCS will be started in one node mode, do you want to

continue? [y,n,q] (y)

Communication between the CP server and application clusters is secured by
using the HTTPS protocol from release 6.1.0 onwards.

Enter the name of the CP Server.

Enter the name of the CP Server: [Db] cpsl
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Enter valid virtual IP addresses for the CP Server with HTTPS-based secure
communication. A CP Server can be configured with more than one virtual IP
address.

Enter Virtual IP(s) for the CP server for HTTPS,
separated by a space: [b] 10.200.58.231 10.200.58.232
10.200.58.233

Note: Ensure that the virtual IP address of the CP server and the IP address
of the NIC interface on the CP server belongs to the same subnet of the IP
network. This is required for communication to happen between client nodes
and CP server.

Enter the corresponding CP server port number for each virtual IP address or
press Enter to accept the default value (443).

Enter the default port '443' to be used for all the
virtual IP addresses for HTTPS communication or assign the
corresponding port number in the range [49152, 65535] for
each virtual IP address. Ensure that each port number is
separated by a single

space: [b] (443) 54442 54443 54447

Enter the absolute path of the CP server database or press Enter to accept
the default value (/etc/VRTScps/db).

Enter absolute path of the database: [b] (/etc/VRTScps/db)

Verify and confirm the CP server configuration information.

CP Server configuration verification:

CP Server Name: cpsl

CP Server Virtual IP(s) for HTTPS: 10.200.58.231, 10.200.58.232,
10.200.58.233

CP Server Port(s) for HTTPS: 54442, 54443, 54447

CP Server Database Dir: /etc/VRTScps/db

Is this information correct? [y,n,q,?] (y)
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12 The installer proceeds with the configuration process, and creates a vxcps.conf
configuration file.

Successfully generated the /etc/vxcps.conf configuration file

Successfully created directory /etc/VRTScps/db on node

13 Configure the CP Server Service Group (CPSSG) for this cluster.

Enter how many NIC resources you want to configure (1 to 2): 2

Answer the following questions for each NIC resource that you want to
configure.

14 Enter a valid network interface for the virtual IP address for the CP server
process.

Enter a valid network interface on sysl for NIC resource - 1: en0

Enter a valid network interface on sysl for NIC resource - 2: enl

15 Enter the NIC resource you want to associate with the virtual IP addresses.

33

Enter the NIC resource you want to associate with the virtual IP 10.200.58.231 (1 to 2):
Enter the NIC resource you want to associate with the virtual IP 10.200.58.232 (1 to 2):

16 Enter the networkhosts information for each NIC resource.

Veritas recommends configuring NetworkHosts attribute to ensure NIC resource

to be always online

Do you want to add NetworkHosts attribute for the NIC device en0
on system sysl? [y,n,q] y

Enter a valid IP address to configure NetworkHosts for NIC enO
on system sysl: 10.200.56.22

Do you want to add another Network Host? [y,n,q] n

17 Enter the netmask for virtual IP addresses. If you entered an IPv6 address,
enter the prefix details at the prompt.

Enter the netmask for virtual IP for
HTTPS 192.169.0.220: (255.255.252.0)

1
2
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For information about the CPSSG, refer to the Cluster Server Administrator's Guide.
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Installer displays the status of the Coordination Point Server configuration.
After the configuration process has completed, a success message appears.

For example:

Updating main.cf with CPSSG service group.. Done

Successfully added the CPSSG service group to VCS configuration.

Trying to bring CPSSG service group
ONLINE and will wait for upto 120 seconds

The Veritas coordination point server is ONLINE

The Veritas coordination point server has

been configured on your system.

Run the hagrp -state command to ensure that the CPSSG service group
has been added.

For example:

# hagrp -state CPSSG

#Group Attribute System Value
CPSSG State.... |ONLINE|

It also generates the configuration file for CP server (/etc/vxcps.conf). The
vxcpserv process and other resources are added to the VCS configuration in
the CP server service group (CPSSG).

To configure the CP server on an SFHA cluster

1
2

Verify that the vRTscps fileset is installed on each node.

Ensure that you have configured passwordless ssh or rsh on the CP server
cluster nodes.

Run the installer program with the configcps option.

# ./installer -configcps

Specify the systems on which you need to configure the CP server.

Installer checks the cluster information and prompts if you want to configure
CP Server on the cluster.

Enter y to confirm.
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6 Select an option based on how you want to configure Coordination Point server.

1) Configure Coordination Point Server on single node VCS system
2) Configure Coordination Point Server on SFHA cluster
3) Unconfigure Coordination Point Server

7 Enter 2 at the prompt to configure CP server on an SFHA cluster.
The installer then runs the following preconfiguration checks:

= Checks to see if an SFHA cluster is running with the supported platform.
The CP server requires SFHA to be installed and configured before its
configuration.

8 Communication between the CP server and application clusters is secured by
HTTPS from Release 6.1.0 onwards.

Enter the name of the CP server.

Enter the name of the CP Server: [Db] cpsl

9 Enter valid virtual IP addresses for the CP Server. A CP Server can be
configured with more than one virtual IP address.

Enter Virtual IP(s) for the CP server for HTTPS,
separated by a space: [b] 10.200.58.231 10.200.58.232 10.200.58.233

10 Enter the corresponding CP server port number for each virtual IP address or
press Enter to accept the default value (443).

Enter the default port '443' to be used for all the virtual IP addresses

for HTTPS communication or assign the corresponding port number in the range [49152,
65535] for each virtual IP address. Ensure that each port number is separated by

a single space: [b] (443) 65535 65534 65537

11 Enter absolute path of the database.

CP Server uses an internal database to store the client information.

As the CP Server is being configured on SFHA cluster, the database should reside
on shared storage with vxfs file system. Please refer to documentation for
information on setting up of shared storage for CP server database.

Enter absolute path of the database: [b] /cpsdb
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12 Verify and confirm the CP server configuration information.

CP Server configuration verification:

CP
CP
10
CP
CP

Is

Server Name: cpsl

Server Virtual IP(s) for HTTPS: 10.200.58.231, 10.200.58.232,
.200.58.233

Server Port(s) for HTTPS: 65535, 65534, 65537

Server Database Dir: /cpsdb

this information correct? [y,n,q,?] (y)

13 The installer proceeds with the configuration process, and creates a vxcps.conf
configuration file.

Successfully generated the /etc/vxcps.conf configuration file

Copying configuration file /etc/vxcps.conf to sysO....Done

Creating mount point /cps mount data on sysO.

Copying configuration file /etc/vxcps.conf to sys0.

Press Enter to continue.

Done

Done

14 Configure CP Server Service Group (CPSSG) for this cluster.

(1 to 2): 2

Answer the following questions for each NIC resource that you want to configure.

Enter

Enter

Enter
Enter

a valid

a valid

the NIC
the NIC

15 Enter a valid network interface for the virtual IP address for the CP server

process.
network interface on sysl for NIC resource - 1l: en0
network interface on sysl for NIC resource - 2: enl

16 Enter the NIC resource you want to associate with the virtual IP addresses.

resource you want to associate with the virtual IP 10.200.58.231
resource you want to associate with the virtual IP 10.200.58.232

36
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17 Enter the networkhosts information for each NIC resource.

Veritas recommends configuring NetworkHosts attribute to ensure NIC resource

to be always online

Do you want to add NetworkHosts attribute for the NIC device enO
on system sysl? [y,n,q] y

Enter a valid IP address to configure NetworkHosts for NIC enO
on system sysl: 10.200.56.22

Do you want to add another Network Host? [y,n,q] n

Do you want to apply the same NetworkHosts for all systems? [y,n,q]l (y)

18 Enter the netmask for virtual IP addresses. If you entered an IPv6 address,
enter the prefix details at the prompt.

Enter the netmask for virtual IP for
HTTPS 192.168.0.111: (255.255.252.0)

19 Configure a disk group for CP server database. You can choose an existing
disk group or create a new disk group.

Veritas recommends to use the disk group that has at least

two disks on which mirrored volume can be created.

37

Select one of the options below for CP Server database disk group:

1) Create a new disk group

2) Using an existing disk group
Enter the choice for a disk group: [1-2,q] 2

20 Select one disk group as the CP Server database disk group.

Select one disk group as CP Server database disk group: [1-3,9]
1) mycpsdg

2) cpsdgl

3) newcpsdg

3
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Select the CP Server database volume.

You can choose to use an existing volume or create new volume for CP Server
database. If you chose newly created disk group, you can only choose to create
new volume for CP Server database.

Select one of the options below for CP Server database volume:
1) Create a new volume on disk group newcpsdg

2) Using an existing volume on disk group newcpsdg

Enter the choice for a volume: [1-2,q] 2.

Select one volume as CP Server database volume [1-1,9] 1

1) newcpsvol

After the VCS configuration files are updated, a success message appears.

For example:
Updating main.cf with CPSSG service group .... Done

Successfully added the CPSSG service group to VCS configuration.

If the cluster is secure, installer creates the softlink
/var/VRTSvcs/vesauth/data/CPSERVER t0 /cpsdb/CPSERVER and check if
credentials are already present at /cpsdb/CPSERVER. If not, installer creates
credentials in the directory, otherwise, installer asks if you want to reuse exsting
credentials.

Do you want to reuse these credentials? [y,n,q] (y)
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26 After the configuration process has completed, a success message appears.

For example:

Trying to bring CPSSG service group ONLINE and will wait for upto 120 seconds

The Veritas Coordination Point Server is ONLINE

The Veritas Coordination Point Server has been configured on your system.

27 Runthe hagrp -state command to ensure that the CPSSG service group

has been added.

For example:

# hagrp -state CPSSG
#Group Attribute System Value

CPSSG State cpsl
CPSSG State cps2

| ONLINE |
| OFFLINE |

It also generates the configuration file for CP server (/etc/vxcps.conf). The
vxcpserv process and other resources are added to the VCS configuration in
the CP server service group (CPSSG).

For information about the CPSSG, refer to the Cluster Server Administrator's Guide.

Configuring the CP server manually

Perform the following steps to manually configure the CP server.

You need to manually generate certificates for the CP server and its client nodes
to configure the CP server for HTTPS-based communication.

Table 2-2 Tasks to configure the CP server manually

Task

Reference

Configure CP server
manually for
HTTPS-communication

See “Configuring the CP server manually for HTTPS-based
communication” on page 40.

See “Generating the key and certificates manually for the CP
server” on page 41.

See “Completing the CP server configuration” on page 44.
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Note: If a CP server should support pure IPv6 communication, use only IPv6
addresses in the /etc/vxcps.conf file. If the CP server should support both IPv6
and IPv4 communications, use both IPv6 and IPv4 addresses in the configuration
file.

Configuring the CP server manually for HTTPS-based
communication

Perform the following steps to manually configure the CP server in HTTPS-based
mode.

To manually configure the CP server

1 Stop VCS on each node in the CP server cluster using the following command:

# hastop -local

2 Edit the main.cf file to add the CPSSG service group on any node. Use the
CPSSG service group in the sample main.cf as an example:

See “Sample configuration files for CP server” on page 271.

Customize the resources under the CPSSG service group as per your
configuration.

3 Verify the main.cf file using the following command:
# hacf -verify /etc/VRTSvcs/conf/config

If successfully verified, copy this main.cf to all other cluster nodes.

4 Create the /etc/vxcps.conf file using the sample configuration file provided

at /etc/vxcps/vxcps.conf.sample

Veritas recommends enabling security for communication between CP server
and the application clusters.

If you configured the CP server in HTTPS mode, do the following:

» Editthe /etc/vxcps.conf fileto set vip https with the virtual IP addresses
required for HTTPS communication.

» Editthe /etc/vxcps.conf file to set port _https with the ports used for
HTTPS communication.

5 Manually generate keys and certificates for the CP server.

See “Generating the key and certificates manually for the CP server”
on page 41.
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Generating the key and certificates manually for the CP
server

CP server uses the HTTPS protocol to establish secure communication with client
nodes. HTTPS is a secure means of communication, which happens over a secure
communication channel that is established using the SSL/TLS protocol.

HTTPS uses x509 standard certificates and the constructs from a Public Key

Infrastructure (PKI) to establish secure communication between the CP server and
client. Similar to a PKI, the CP server, and its clients have their own set of certificates
signed by a Certification Authority (CA). The server and its clients trust the certificate.

Every CP server acts as a certification authority for itself and for all its client nodes.
The CP server has its own CA key and CA certificate and a server certificate
generated, which is generated from a server private key. The server certificate is
issued to the Universally Unique Identifier (UUID) of the CP server. All the IP
addresses or domain names that the CP server listens on are mentioned in the
Subject Alternative Name section of the CP server’s server certificate

The OpenSSL library must be installed on the CP server to create the keys or
certificates.. If OpenSSL is not installed, then you cannot create keys or certificates.
The vxcps.conf file points to the configuration file that determines which keys or
certificates are used by the CP server when SSL is initialized. The configuration
value is stored in the ss1_conf file and the default value is

/etc/vxcps_ssl .properties.
To manually generate keys and certificates for the CP server:
1 Create directories for the security files on the CP server.
# mkdir -p /var/VRTScps/security/keys /var/VRTScps/security/certs
2 Generate an OpenSSL config file, which includes the VIPs.

The CP server listens to requests from client nodes on these VIPs. The server
certificate includes VIPs, FQDNs, and host name of the CP server. Clients can
reach the CP server by using any of these values. However, Veritas
recommends that client nodes use the IP address to communicate to the CP
server.

The sample configuration uses the following values:
= Config file name: https_ssl_cert.conf

= VIP: 192.168.1.201

=  FQDN: cpsone.company.com

= Host name: cpsone

Y|
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Note the IP address, VIP, and FQDN values used in the [alt_names] section
of the configuration file are sample values. Replace the sample values with
your configuration values. Do not change the rest of the values in the
configuration file.

[req]
distinguished name = req distinguished name

req extensions = v3 reqg

[req distinguished name]

countryName = Country Name (2 letter code)

countryName default = US

localityName = Locality Name (eg, city)

organizationalUnitName = Organizational Unit Name (eg, section)
commonName = Common Name (eg, YOUR name)

commonName max = 64

emailAddress = Email Address

emailAddress max = 40

[v3_req]
keyUsage = keyEncipherment, dataEncipherment
extendedKeyUsage = serverAuth

subjectAltName = @alt_names

[alt names]

DNS.1 = cpsone.company.com
DNS.2 = cpsone

DNS.3 = 192.168.1.201

Generate a 4096-bit CA key that is used to create the CA certificate.

The key must be stored at /var/VRTScps/security/keys/ca.key. Ensure
that only root users can access the CA key, as the key can be misused to
create fake certificates and compromise security.

# /opt/VRTSperl/non-perl-libs/bin/openssl genrsa -out
/var/VRTScps/security/keys/ca.key 4096
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Generate a self-signed CA certificate.

# /opt/VRTSperl/non-perl-1libs/bin/openssl req -new -x509 -days
days -sha256 -key /var/VRTScps/security/keys/ca.key -subj \

'/C=countryname/L=1ocalityname/OU=COMPANY/CN=CACERT' -out \
/var/VRTScps/security/certs/ca.crt

Where, days is the days you want the certificate to remain valid, countryname
is the name of the country, localityname is the city, CACERT is the certificate
name.

Generate a 2048-bit private key for CP server.

The key must be stored at /var/VRTScps/security/keys/server private
key.

# /opt/VRTSperl/non-perl-libs/bin/openssl genrsa -out \
/var/VRTScps/security/keys/server private.key 2048

Generate a Certificate Signing Request (CSR) for the server certificate.
The Certified Name (CN) in the certificate is the UUID of the CP server.

# /opt/VRTSperl/non-perl-libs/bin/openssl req -new -sha256 -key
/var/VRTScps/security/keys/server private.key \

-config https ssl cert.conf -subj \
' /C=CountryName/L=LocalityName/OU=COMPANY/CN=UUID' \
-out /var/VRTScps/security/certs/server.csr

Where, countryname is the name of the country, localityname is the city, UUID
is the certificate name.

Generate the server certificate by using the key certificate of the CA.

# /opt/VRTSperl/non-perl-libs/bin/openssl x509 -req -days days

-sha256 -in /var/VRTScps/security/certs/server.csr \

-CA /var/VRTScps/security/certs/ca.crt -CAkey \
/var/VRTScps/security/keys/ca.key \

-set serial 01 -extensions v3 req -extfile https ssl cert.conf \
-out /var/VRTScps/security/certs/server.crt

Where, days is the days you want the certificate to remain valid,
https_ssl_cert.conf is the configuration file name.

You successfully created the key and certificate required for the CP server.

43
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8 Ensure that no other user except the root user can read the keys and
certificates.

9 Complete the CP server configuration.

See “Completing the CP server configuration” on page 44.

Completing the CP server configuration
To verify the service groups and start VCS perform the following steps:
1 Start VCS on all the cluster nodes.

# hastart

2 Verify that the CP server service group (CPSSG) is online.
# hagrp -state CPSSG
Output similar to the following appears:

# Group Attribute System Value
CPSSG State cpsl.example.com |ONLINE |

Configuring CP server using response files
You can configure a CP server using a generated responsefile.
On a single node VCS cluster:

¢ Runthe installer command with the responsefile option to configure the
CP server on a single node VCS cluster.

# /opt/VRTS/install/installer -responsefile '/tmp/samplel.res'
On a SFHA cluster:

¢ Runthe installer command with the responsefile option to configure the CP
server on a SFHA cluster.

# /opt/VRTS/install/installer -responsefile '/tmp/samplel.res'

Response file variables to configure CP server

Table 2-3 describes the response file variables to configure CP server.
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Table 2-3 describes response file variables to configure CP server
Variable List or Description
Scalar

CFG{opt}{configcps} Scalar This variable performs CP server
configuration task

CFG{cps_singlenode_config} Scalar This variable describes if the CP server
will be configured on a singlenode VCS
cluster

CFG{cps_sfha_config} Scalar This variable describes if the CP server
will be configured on a SFHA cluster

CFG{cps_unconfig} Scalar This variable describes if the CP server
will be unconfigured

CFG{cpsname} Scalar This variable describes the name of the
CP server

CFG{cps_db_dir} Scalar This variable describes the absolute path
of CP server database

CFG{cps_reuse_cred} Scalar This variable describes if reusing the
existing credentials for the CP server

CFG{cps_https_vips} List This variable describes the virtual IP
addresses for the CP server configured
for HTTPS-based communication

CFG{cps_https_ports} List This variable describes the port number
for the virtual IP addresses for the CP
server configured for HTTPS-based
communication

CFG{cps_nic_list{cpsvip<n>} List This variable describes the NICs of the
systems for the virtual IP address

CFG{cps_netmasks} List This variable describes the netmasks for
the virtual IP addresses

CFG{cps_prefix_length} List This variable describes the prefix length
for the virtual IP addresses

CFG{cps_network_hostsKcpsnic<n>} | List This variable describes the network hosts
for the NIC resource

CFG{cps_vip2nicres_map}{<vip>} | Scalar This variable describes the NIC resource

to associate with the virtual IP address
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Table 2-3 describes response file variables to configure CP server
(continued)
Variable List or Description
Scalar

CFG{cps_diskgroup} Scalar This variable describes the disk group for
the CP server database

CFG{cps_volume} Scalar This variable describes the volume for the
CP server database

CFG{cps_newdg_disks} List This variable describes the disks to be
used to create a new disk group for the
CP server database

CFG{cps_newvol_volsize} Scalar This variable describes the volume size
to create a new volume for the CP server
database

CFG{cps_delete_database} Scalar This variable describes if deleting the
database of the CP server during the
unconfiguration

CFG{cps_delete_config_log} Scalar This variable describes if deleting the
config files and log files of the CP server
during the unconfiguration

CFG{cps_reconfig} Scalar This variable defines if the CP server will

be reconfigured

Sample response file for configuring the CP server on
single node VCS cluster

Review the response file variables and their definitions.

See Table 2-3 on page 45.

# Configuration Values:

#

our %CFG;

SCFG{cps_db dir}="/etc/VRTScps/db";

SCFG{cps_https ports}=[ 443 ];
SCFG{cps_https vips}=[ "192.168.59.77" ];
SCFG{cps_netmasks}=[ "255.255.248.0" ];

SCFG{cps_network hosts}{cpsnicl}=

46
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[ "10.200.117.70" 1;
SCFG{cps_nic_list}{cpsvipl}=[ "enO" ];
SCFG{cps_singlenode config}=1;
SCFG{cps_vip2nicres map}{"192.168.59.77"}=1;
SCFG{cpsname}="cpsl";
SCFG{opt}{configcps}=1;
SCFG{opt}{configure}=1;
SCFG{opt}{noipc}=1;
SCFG{opt}{redirect}=1;
SCFG{prod}="AVAILABILITY742";
SCFG{systems}=[ "aixl" ];
SCFG{vcs_clusterid}=23172;

$CFG{vcs_clustername}:"clus72";

1;

Sample response file for configuring the CP server on
SFHA cluster

Review the response file variables and their definitions.

See Table 2-3 on page 45.

#
# Configuration Values:
#

our %CFG;

$CFG{cps_db dir}="/cpsdb";
SCFG{cps_diskgroup}="cps_dgl";

SCFG{cps_https ports}=[ qw (50006 50007) ];
SCFG{cps_https vips}=[ gw(10.198.90.6 10.198.90.7) 1;
SCFG{cps_netmasks}=[ qw(255.255.248.0 255.255.248.0 255.255.248.0)
SCFG{cps_network hosts}{cpsnicl}=[ gqw(10.198.88.18) 1];
SCFG{cps_network hosts}{cpsnic2}=[ gqw(10.198.88.18) 1];
SCFG{cps_newdg disks}=[ gw(emc clariionO_ 249) ];
SCFG{cps_newvol volsize}=10;
SCFG{cps_nic_list}{cpsvipl}=[ gqw(enO en0) ];
SCFG{cps_sfha config}=1;

SCFG{cps_vip2nicres map}{"10.198.90.6"}=1;
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$CFG{cps_volume}:"volcps";
SCFG{cpsname}="cpsl";
SCFG{opt}{configcps}=1;
SCFG{opt}{configure}=1;
SCFG{opt}{noipc}=1;

SCFG{prod}="ENTERPRISE742";

SCFG{systems}=[ aqw(cpsl cps2) 1;
SCFG{vcs_clusterid}=49604;
SCFG{vcs clustername}="sfha2233";

1;

Verifying the CP server configuration
Perform the following steps to verify the CP server configuration.
To verify the CP server configuration

1  Verify that the following configuration files are updated with the information
you provided during the CP server configuration process:

= /etc/vxcps.conf (CP server configuration file)
= /etc/VRTSvcs/conf/config/main.cf (VCS configuration file)

» /etc/VRTScps/db (default location for CP server database for a single-node
cluster)

= /cps_db (default location for CP server database for a multi-node cluster)

2 Run the cpsadm command to check if the vxcpserv process is listening on the
configured Virtual IP.

If the application cluster is configured for HTTPS-based communication, no
need to provide the port number assigned for HTTP communication.

# cpsadm -s cp server -a ping cps

where cp_server is the virtual IP address or the virtual hostname of the CP
server.
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This chapter includes the following topics:

» Overview of tasks to configure VCS using the product installer
= Starting the software configuration

= Specifying systems for configuration

» Configuring the cluster name

= Configuring private heartbeat links

= Configuring the virtual IP of the cluster

» Configuring VCS in secure mode

= Setting up trust relationships for your VCS cluster
= Configuring a secure cluster node by node

= Adding VCS users

= Configuring SMTP email notification

= Configuring SNMP trap notification

= Configuring global clusters

= Completing the VCS configuration

= About Veritas License Audit Tool

» Verifying and updating licenses on the system
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Overview of tasks to configure VCS using the
product installer

Table 3-1 lists the tasks that are involved in configuring VCS using the script-based

installer.
Table 3-1 Tasks to configure VCS using the script-based installer
Task Reference
Start the software configuration See “Starting the software configuration”
on page 50.
Specify the systems where you want to See “Specifying systems for configuration”
configure VCS on page 51.
Configure the basic cluster See “Configuring the cluster name”
on page 52.
See “Configuring private heartbeat links”
on page 52.
Configure virtual IP address of the cluster See “Configuring the virtual IP of the cluster”
(optional) on page 56.
Configure the cluster in secure mode See “Configuring VCS in secure mode”
(optional) on page 58.
Add VCS users (required if you did not See “Adding VCS users” on page 65.

configure the cluster in secure mode)

Configure SMTP email notification (optional) | See “Configuring SMTP email notification”

on page 66.
Configure SNMP email notification (optional) | See “Configuring SNMP trap notification”

on page 67.
Configure global clusters (optional) See “Configuring global clusters” on page 69.
Complete the software configuration See “Completing the VCS configuration”

on page 69.

Starting the software configuration

You can configure VCS using the product installer.
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Note: If you want to reconfigure VCS, before you start the installer you must stop
all the resources that are under VCS control using the hastop command or the
hagrp -offline command.

To configure VCS using the product installer

1 Confirm that you are logged in as a superuser.

2 Start the configuration using the installer.
# /opt/VRTS/install/installer -configure
The installer starts the product installation program with a copyright message
and specifies the directory where the logs are created.

3 Select the component to configure.

Continue with the configuration procedure by responding to the installer
questions.

Specifying systems for configuration
The installer prompts for the system names on which you want to configure VCS.
The installer performs an initial check on the systems that you specify.
To specify system names for configuration
1 Enter the names of the systems where you want to configure VCS.

Enter the operating system system names separated

by spaces: [q,?] (sysl) sysl sys2

2 Review the output as the installer verifies the systems you specify.
The installer does the following tasks:

= Checks that the local node running the installer can communicate with
remote nodes
If the installer finds ssh binaries, it confirms that ssh can operate without
requests for passwords or passphrases. If ssh binaries cannot communicate
with remote nodes, the installer tries rsh binaries. And if both ssh and rsh
binaries fail, the installer prompts to help the user to setup ssh or rsh
binaries.

= Makes sure that the systems are running with the supported operating
system

s Checks whether Veritas InfoScale Enterprise is installed



Configuring VCS | 52
Configuring the cluster name

» Exits if Veritas InfoScale Enterprise7.4.2 is not installed

3 Review the installer output about the I/O fencing configuration and confirm
whether you want to configure fencing in enabled mode.

Do you want to configure I/0 Fencing in enabled mode? [y,n,q,?] (y)

See “ About planning to configure /O fencing” on page 19.

Configuring the cluster name

Enter the cluster information when the installer prompts you.
To configure the cluster
1 Review the configuration instructions that the installer presents.

2 Enter a unique cluster name.

Enter the unique cluster name: [qg,?] clusl

Configuring private heartbeat links

After configuring the cluster name, configure the private heartbeat links that LLT
uses.

VCS provides the option to use LLT over Ethernet or LLT over UDP (User Datagram
Protocol). Veritas recommends that you configure heartbeat links that use LLT over
Ethernet for high performance, unless hardware requirements force you to use LLT
over UDP. If you want to configure LLT over UDP, make sure you meet the
prerequisites.

You must not configure LLT heartbeat using the links that are part of aggregated
links. For example, link1, link2 can be aggregated to create an aggregated link,
aggr1. You can use aggr1 as a heartbeat link, but you must not use either link1 or
link2 as heartbeat links.

See “Using the UDP layer for LLT” on page 279.
The following procedure helps you configure LLT heartbeat links.
To configure private heartbeat links

1 Choose one of the following options at the installer prompt based on whether
you want to configure LLT over Ethernet or LLT over UDP.

= Option 1: Configure the heartbeat links using LLT over Ethernet (answer
installer questions)
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Enter the heartbeat link details at the installer prompt to configure LLT over
Ethernet.
Skip to step 2.

= Option 2: Configure the heartbeat links using LLT over UDP (answer installer
questions)
Make sure that each NIC you want to use as heartbeat link has an IP
address configured. Enter the heartbeat link details at the installer prompt
to configure LLT over UDP. If you had not already configured IP addresses
to the NICs, the installer provides you an option to detect the IP address
for a given NIC.
Skip to step 3.

= Option 3: Automatically detect configuration for LLT over Ethernet
Allow the installer to automatically detect the heartbeat link details to
configure LLT over Ethernet. The installer tries to detect all connected links
between all systems.
Skip to step 5.

Note: Option 3 is not available when the configuration is a single node
configuration.

If you chose option 1, enter the network interface card details for the private
heartbeat links.

The installer discovers and lists the network interface cards.

You must not enter the network interface card that is used for the public network
(typically en0 en1.)

Enter the NIC for the first private heartbeat link on sysl:

[b,g,?] en2

Would you like to configure a second private heartbeat 1ink?
ly,n,q,b,2] (y)

Enter the NIC for the second private heartbeat link on sysl:
[b,q,?] en3

Would you like to configure a third private heartbeat 1ink?

ly,n,q,0b,7?] (n)

Do you want to configure an additional low priority heartbeat

link? ly,n,q,b,?2] (n)
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If you chose option 2, enter the NIC details for the private heartbeat links. This
step uses examples such as private_NIC1 or private_NIC2 to refer to the
available names of the NICs.

Enter the NIC for the first private heartbeat link on sysl: [b,q,?]
private NIC1
Some configured IP addresses have been found on
the NIC private NIC1 in sysl,
Do you want to choose one for the first private heartbeat 1link? [y,n,q,?]
Please select one IP address:

1) 192.168.0.1/24

2) 192.168.1.233/24

b) Back to previous menu

Please select one IP address: [1-2,b,q,?] (1)
Enter the UDP port for the first private heartbeat link on sysl:
[b,a,?] (50000)

Enter the NIC for the second private heartbeat link on sysl: [b,q,?]
private NIC2
Some configured IP addresses have been found on the
NIC private NIC2 in sysl,
Do you want to choose one for the second
private heartbeat link? [y,n,q,?] (y)
Please select one IP address:
1) 192.168.1.1/24
2) 192.168.2.233/24
b) Back to previous menu

Please select one IP address: [1-2,b,q,?] (1) 1
Enter the UDP port for the second private heartbeat link on sysl:
[b,gq,?] (50001)

Would you like to configure a third private heartbeat
link? [y,n,q,b,?] (n)

Do you want to configure an additional low-priority heartbeat
link? [y,n,q,b,?] (n) y

Enter the NIC for the low-priority heartbeat link on sysl: [b,q,?]
private NICO
Some configured IP addresses have been found on
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the NIC private NICO in sysl,
Do you want to choose one for the low-priority
heartbeat 1link? [y,n,q,?] (y)
Please select one IP address:
1) 10.200.59.233/22
2) 192.168.3.1/22

b) Back to previous menu

Please select one IP address: [1-2,b,q,?] (1) 2
Enter the UDP port for the low-priority heartbeat link on sysl:
[b,q,?] (50010)

Choose whether to use the same NIC details to configure private heartbeat
links on other systems.

Are you using the same NICs for private heartbeat links on all

systems? [y,n,q,b,?] (y)

If you want to use the NIC details that you entered for sys1, make sure the
same NICs are available on each system. Then, enter y at the prompt.

For LLT over UDP, if you want to use the same NICs on other systems, you
still must enter unique IP addresses on each NIC for other systems.

If the NIC device names are different on some of the systems, enter n. Provide
the NIC details for each system as the program prompts.

If you chose option 3 , the installer detects NICs on each system and network
links, and sets link priority.

If the installer fails to detect heartbeat links or fails to find any high-priority links,
then choose option 1 or option 2 to manually configure the heartbeat links.

See step 2 for option 1, or step 3 for option 2, or step 5 for option 3.

Enter a unique cluster ID:

Enter a unique cluster ID number between 0-65535: [b,q,?] (60842)

The cluster cannot be configured if the cluster ID 60842 is in use by another
cluster. Installer performs a check to determine if the cluster ID is duplicate.
The check takes less than a minute to complete.

Would you like to check if the cluster ID is in use by another

cluster? [y,n,q] (y)

Verify and confirm the information that the installer summarizes.
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Configuring the virtual IP of the cluster

You can configure the virtual IP of the cluster to use to connect from the Cluster
Manager (Java Console), Veritas InfoScale Operations Manager, or to specify in
the RemoteGroup resource.

See the Cluster Server Administrator's Guide for information on the Cluster Manager.

See the Cluster Server Bundled Agents Reference Guide for information on the
RemoteGroup agent.

To configure the virtual IP of the cluster
1 Review the required information to configure the virtual IP of the cluster.

2 When the system prompts whether you want to configure the virtual IP, enter
Y-

3 Confirm whether you want to use the discovered public NIC on the first system.
Do one of the following:
» If the discovered NIC is the one to use, press Enter.

= If you want to use a different NIC, type the name of a NIC to use and press
Enter.

Active NIC devices discovered on sysl: en0O enl
Enter the NIC for Virtual IP of the Cluster to use on sysl:
[b,q,?] (en0 enl)

4  Confirm whether you want to use the same public NIC on all nodes.
Do one of the following:
» If all nodes use the same public NIC, enter .

= If unique NICs are used, enter n and enter a NIC for each node.

Is en0O enl to be the public NIC used by all systems
ly,n,q,b,2] (y)

5 Enter the virtual IP address for the cluster.

You can enter either an IPv4 address or an IPv6 address.
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For IPv4: = Enter the virtual IP address.

Enter the Virtual IP address for the Cluster:
[b,g,?] 192.168.1.16

= Confirm the default netmask or enter another one:

Enter the netmask for IP 192.168.1.16: [b,q,?]
(255.255.240.0)

» Enter the NetworkHosts IP addresses that are separated with
spaces for checking the connections.

Enter the NetworkHosts IP addresses, separated
by spaces: [b,q,?] 192.168.1.17

» Verify and confirm the Cluster Virtual IP information.

Cluster Virtual IP verification:

NIC: en0O enl
IP: 192.168.1.16
Netmask: 255.255.240.0

NetworkHosts: 192.168.1.17

Is this information correct? [y,n,ql (y)
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For IPv6 = Enter the virtual IP address.

Enter the Virtual IP address for the Cluster:
[b,g,?] 2001:454e:205a:110:203:baff:feee:10

= Enter the prefix for the virtual IPv6 address you provided. For
example:

Enter the Prefix for IP
2001:454e:205a:110:203:baff:feee:10: [b,q,?] 64

» Enter the NetworkHosts IP addresses that are separated with
spaces for checking the connections.

Enter the NetworkHosts IP addresses, separated
by spaces: [b,q,?] 2001:db8::1 2001:db8::2

» Verify and confirm the Cluster Virtual IP information.

Cluster Virtual IP verification:

NIC: en0O enl
IP: 2001:454e:205a:110:203:baff:feee:10
Prefix: 64

NetworkHosts: 2001:db8::1 2001:db8::2

Is this information correct? [y,n,q] (y)

If you want to set up trust relationships for your secure cluster, refer to the following
topics:

See “Setting up trust relationships for your VCS cluster” on page 59.

See “Configuring a secure cluster node by node” on page 61.

Configuring VCS in secure mode

Configuring VCS in secure mode ensures that all the communication between the
systems is encrypted and users are verified against security credentials. VCS user
names and passwords are not used when a cluster is running in secure mode.
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To configure VCS in secure mode

1 Toinstall and configure VCS in secure mode, run the command:

# ./installer -security

2 Theinstaller displays the following question before the installer stops the product
processes:

= Do you want to grant read access to everyone? [y,n,q,?]
= To grant read access to all authenticated users, type y.
= To grant usergroup specific permissions, type n.

= Do you want to provide any usergroups that you would like to grant read
access?[y,n,q,?]

= To specify usergroups and grant them read access, type y

= Tograntread access only to root users, type n. The installer grants read
access read access to the root users.

= Enter the usergroup names separated by spaces that you would like to
grant read access. If you would like to grant read access to a usergroup on
a specific node, enter like 'usrgrp1@node1’, and if you would like to grant
read access to usergroup on any cluster node, enter like 'usrgrp1'. If some
usergroups are not created yet, create the usergroups after configuration
if needed. [b]

3 To verify the cluster is in secure mode after configuration, run the command:

# haclus -value SecureClus

The command returns 1 if cluster is in secure mode, else returns 0.

Setting up trust relationships for your VCS cluster

If you need to use an external authentication broker for authenticating VCS users,
you must set up a trust relationship between VCS and the broker. For example, if
Veritas InfoScale Operations Manager is your external authentication broker, the
trust relationship ensures that VCS accepts the credentials that VOM issues.

Perform the following steps to set up a trust relationship between your VCS cluster
and a broker.
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To set up a trust relationship

1
2

Ensure that you are logged in as superuser on one of the nodes in the cluster.

Enter the following command:
# /opt/VRTS/install/installer -securitytrust

The installer specifies the location of the log files. It then lists the cluster
information such as cluster name, cluster ID, node names, and service groups.

When the installer prompts you for the broker information, specify the IP
address, port number, and the data directory for which you want to establish
trust relationship with the broker.

Input the broker name of IP address: 15.193.97.204
Input the broker port: (14545)

Specify a port number on which broker is running or press Enter to accept the
default port.

Input the data directory to setup trust with: (/var/VRTSvcs/
vcsauth/data/HAD)

Specify a valid data directory or press Enter to accept the default directory.

The installer performs one of the following actions:

= If you specified a valid directory, the installer prompts for a confirmation.

Are you sure that you want to setup trust for the VCS cluster
with the broker 15.193.97.204 and port 145452 [y,n,q] ¥y

The installer sets up trust relationship with the broker for all nodes in the
cluster and displays a confirmation.

Setup trust with broker 15.193.97.204 on cluster nodel

The installer specifies the location of the log files, summary file, and
response file and exits.

= If you entered incorrect details for broker IP address, port number, or
directory name, the installer displays an error. It specifies the location of
the log files, summary file, and response file and exits.
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Configuring a secure cluster node by node

For environments that do not support passwordless ssh or passwordless rsh, you
cannot use the -security option to enable secure mode for your cluster. Instead,
you can use the -securityonenode option to configure a secure cluster node by

node. Moreover, to enable security in fips mode, use the -fips option together with

-securityonenode.

Table 3-2 lists the tasks that you must perform to configure a secure cluster.

Table 3-2 Configuring a secure cluster node by node

Task

Reference

Configure security on one node

See “Configuring the first node” on page 61.

Configure security on the
remaining nodes

See “Configuring the remaining nodes” on page 62.

Complete the manual
configuration steps

See “Completing the secure cluster configuration”
on page 63.

Configuring the first node

Perform the following steps on one node in your cluster.
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To configure security on the first node
1 Ensure that you are logged in as superuser.

2  Enter the following command:
# /opt/VRTS/install/installer -securityonenode

The installer lists information about the cluster, nodes, and service groups. If
VCS is not configured or if VCS is not running on all nodes of the cluster, the
installer prompts whether you want to continue configuring security. It then
prompts you for the node that you want to configure.

VCS is not running on all systems in this cluster. All VCS systems

must be in RUNNING state. Do you want to continue? [y,n,q] (n) y

1) Perform security configuration on first node and export

security configuration files.

2) Perform security configuration on remaining nodes with

security configuration files.

Select the option you would like to perform [1-2,g.?] 1

Warning: All VCS configurations about cluster users are deleted when you
configure the first node. You can use the /opt/VRTSves/bin/hauser command
to create cluster users manually.

3 The installer completes the secure configuration on the node. It specifies the
location of the security configuration files and prompts you to copy these files
to the other nodes in the cluster. The installer also specifies the location of log
files, summary file, and response file.

4  Copy the security configuration files from the location specified by the installer
to temporary directories on the other nodes in the cluster.

Configuring the remaining nodes

On each of the remaining nodes in the cluster, perform the following steps.
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To configure security on each remaining node
1 Ensure that you are logged in as superuser.

2  Enter the following command:

# /opt/VRTS/install/installer -securityonenode

The installer lists information about the cluster, nodes, and service groups. If
VCS is not configured or if VCS is not running on all nodes of the cluster, the
installer prompts whether you want to continue configuring security. It then

prompts you for the node that you want to configure. Enter 2.
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VCS is not running on all systems in this cluster. All VCS systems

must be in RUNNING state. Do you want to continue? [y,n,q]

1) Perform security configuration on first node and export

security configuration files.

2) Perform security configuration on remaining nodes with

security configuration files.

Select the option you would like to perform [1-2,g.7?]

Enter the security conf file directory: [b]

(n) y

The installer completes the secure configuration on the node. It specifies the

location of log files, summary file, and response file.

Completing the secure cluster configuration

Perform the following manual steps to complete the configuration.

To complete the secure cluster configuration

1 On the first node, freeze all service groups except the ClusterService service

group.
# /opt/VRTSvcs/bin/haconf -makerw

# /opt/VRTSvcs/bin/hagrp -list Frozen=0

# /opt/VRTSvcs/bin/hagrp -freeze groupname -persistent

# /opt/VRTSvcs/bin/haconf -dump -makero

2 On the first node, stop the VCS engine.

# /opt/VRTSvcs/bin/hastop -all -force
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On all nodes, stop the CmdServer.

To grant access to all users, add or modify secureclus=1 and
DefaultGuestAccess=1 in the cluster definition.

For example:

To grant read access to everyone:

Cluster clusl (
SecureClus=1
DefaultGuestAccess=1

)

Or

To grant access to only root:

Cluster clusl (
SecureClus=1

)

Or

To grant read access to specific user groups, add or modify SecureClus=1 and
GuestGroups={} to the cluster definition.

For example:

cluster clusl (
SecureClus=1

GuestGroups={staff, guest}

Modify /etc/VRTSves/conf/config/main.cf file on the first node, and add
-secure to the WAC application definition if GCO is configured.

For example:

Application wac (

StartProgram = "/opt/VRTSvcs/bin/wacstart -secure"
StopProgram = "/opt/VRTSvcs/bin/wacstop"
MonitorProcesses = {"/opt/VRTSvcs/bin/wac -secure"}

RestartLimit = 3
)
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6 On all nodes, create the /etc/VRTSves/conf/config/ . secure file.

# touch /etc/VRTSvcs/conf/config/.secure

7 On the first node, start VCS. Then start VCS on the remaining nodes.

# /opt/VRTSvcs/bin/hastart

On all nodes, start CmdServer.

On the first node, unfreeze the service groups.

# /opt/VRTSvcs/bin/haconf -makerw

# /opt/VRTSvcs/bin/hagrp -list Frozen=1

# /opt/VRTSvcs/bin/hagrp -unfreeze groupname -persistent

# /opt/VRTSvcs/bin/haconf -dump -makero

Adding VCS users

If you have enabled a secure VCS cluster, you do not need to add VCS users now.
Otherwise, on systems operating under an English locale, you can add VCS users
at this time.

To add VCS users
1 Review the required information to add VCS users.

2 Reset the password for the Admin user, if necessary.

Do you wish to accept the default cluster credentials of
'admin/password'? [y,n,q] (y) n

Enter the user name: [b,q,?] (admin)

Enter the password:

Enter again:

The password is encrypted using the standard AES-256 algorithm.

3 Toadd a user, enter y at the prompt.

Do you want to add another user to the cluster? [y,n,qgq] (y)
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Enter the user’s name, password, and level of privileges.

Enter the user name: [b,q,?] smith

Enter New Password:***xxkx%*

Enter Again:***kx*%
Enter the privilege for user smith (A=Administrator, O=Operator,
G=Guest): [b,q,?] a

The password is encrypted using the standard AES-256 algorithm.

Enter n at the prompt if you have finished adding users.

Would you like to add another user? [y,n,q] (n)

Review the summary of the newly added users and confirm the information.

Configuring SMTP email notification

You can choose to configure VCS to send event notifications to SMTP email
services. You need to provide the SMTP server name and email addresses of
people to be notified. Note that you can also configure the notification after
installation.

Refer to the Cluster Server Administrator's Guide for more information.

To configure SMTP email notification

1
2

Review the required information to configure the SMTP email notification.
Specify whether you want to configure the SMTP notification.

If you do not want to configure the SMTP notification, you can skip to the next
configuration option.

See “Configuring SNMP trap notification” on page 67.
Provide information to configure SMTP notification.
Provide the following information:

s Enter the SMTP server’s host name.

Enter the domain-based hostname of the SMTP server

(example: smtp.yourcompany.com): [b,q,?] smtp.example.com

= Enter the email address of each recipient.

Enter the full email address of the SMTP recipient

(example: user@yourcompany.com): [b,q,?] ozzie@Rexample.com
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= Enter the minimum security level of messages to be sent to each recipient.

Enter the minimum severity of events for which mail should be
sent to ozzie@example.com [I=Information, W=Warning,

E=Error, S=SevereError]: [b,q,?] w

4 Add more SMTP recipients, if necessary.

= Ifyou want to add another SMTP recipient, enter y and provide the required
information at the prompt.

Would you like to add another SMTP recipient? [y,n,q,b] (n) y

Enter the full email address of the SMTP recipient

(example: user@yourcompany.com): [b,q,?] harriet@example.com

Enter the minimum severity of events for which mail should be
sent to harriet@example.com [I=Information, W=Warning,

E=Error, S=SevereError]: [b,qg,?] E

= If you do not want to add, answer n.

Would you like to add another SMTP recipient? [y,n,q,b] (n)

5 \Verify and confirm the SMTP notification information.

SMTP Address: smtp.example.com

Recipient: ozzie@example.com receives email for Warning or
higher events

Recipient: harriet@example.com receives email for Error or

higher events

Is this information correct? [y,n,ql (y)

Configuring SNMP trap notification

You can choose to configure VCS to send event notifications to SNMP management
consoles. You need to provide the SNMP management console name to be notified
and message severity levels.

Note that you can also configure the notification after installation.

Refer to the Cluster Server Administrator's Guide for more information.
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To configure the SNMP trap notification

1

Review the required information to configure the SNMP notification feature of
VCS.

Specify whether you want to configure the SNMP notification.

If you skip this option and if you had installed a valid HA/DR license, the installer
presents you with an option to configure this cluster as global cluster. If you
did not install an HA/DR license, the installer proceeds to configure VCS based
on the configuration details you provided.

See “Configuring global clusters” on page 69.

Provide information to configure SNMP trap notification.
Provide the following information:

» Enter the SNMP trap daemon port.

Enter the SNMP trap daemon port: [b,q,?] (162)

= Enter the SNMP console system name.

Enter the SNMP console system name: [b,q,?] sysb5

= Enter the minimum security level of messages to be sent to each console.

Enter the minimum severity of events for which SNMP traps
should be sent to sys5 [I=Information, W=Warning, E=Error,

S=SevereError]: [b,qg,?] E

Add more SNMP consoles, if necessary.

= If you want to add another SNMP console, enter y and provide the required
information at the prompt.

Would you like to add another SNMP console? [y,n,q,b] (n) y
Enter the SNMP console system name: [b,q,?] sys4

Enter the minimum severity of events for which SNMP traps
should be sent to sys4 [I=Information, W=Warning,

E=Error, S=SevereError]: [b,qg,?] S

= If you do not want to add, answer n.
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Would you like to add another SNMP console? [y,n,dq,b] (n)

5 Verify and confirm the SNMP notification information.

SNMP Port: 162

Console: sys5 receives SNMP traps for Error or
higher events

Console: sys4 receives SNMP traps for SevereError or

higher events

Is this information correct? [y,n,ql (y)

Configuring global clusters

You can configure global clusters to link clusters at separate locations and enable
wide-area failover and disaster recovery. The installer adds basic global cluster
information to the VCS configuration file. You must perform additional configuration
tasks to set up a global cluster.

See the Cluster Server Administrator's Guide for instructions to set up VCS global
clusters.

Note: If you installed a HA/DR license to set up replicated data cluster or campus
cluster, skip this installer option.

To configure the global cluster option
1 Review the required information to configure the global cluster option.
2 Specify whether you want to configure the global cluster option.

If you skip this option, the installer proceeds to configure VCS based on the
configuration details you provided.

3 Provide information to configure this cluster as global cluster.

The installer prompts you for a NIC, a virtual IP address, and value for the
netmask.

You can also enter an IPv6 address as a virtual IP address.

Completing the VCS configuration

After you enter the VCS configuration information, the installer prompts to stop the
VCS processes to complete the configuration process. The installer continues to
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create configuration files and copies them to each system. The installer also
configures a cluster UUID value for the cluster at the end of the configuration. After
the installer successfully configures VCS, it restarts VCS and its related processes.

To complete the VCS configuration

1 If prompted, press Enter at the following prompt.

Do you want to stop InfoScale Enterprise processes now? [y,n,q,?] (y)

2 Review the output as the installer stops various processes and performs the
configuration. The installer then restarts VCS and its related processes.

3 Entery at the prompt to send the installation information to Veritas.

Would you like to send the information about this installation

to us to help improve installation in the future?

ly,n,q,?] (y) ¥

4  After the installer configures VCS successfully, note the location of summary,
log, and response files that installer creates.

The files provide the useful information that can assist you with the configuration
and can also assist future configurations.

summary file Describes the cluster and its configured resources.
log file Details the entire configuration.
response file Contains the configuration information that can be used to perform

secure or unattended installations on other systems.

See “Configuring VCS using response files” on page 105.

About Veritas License Audit Tool

Veritas License Audit Tool by Veritas intelligently scans your organization’s network
and gives you a comprehensive report of all the Veritas product licenses used at
your organization. This robust tool allows your organization to see all the current
Veritas products installed your systems. This helps your organization in the following:

= License and maintenance renewal of Veritas products
= Contract renegotiations of Veritas Products

= Re-harvesting and reuse of Veritas Products
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Veritas License Audit Tool's robust reporting framework enables you to capture
information such as Product name, Product Version, Licensing key, License type,
Operating System, Operating System Version and CPU Name.

To download the Veritas License Audit Tool and its Installation and User Guide,
click the following link:

https://sort.veritas.com/public/utilities/infoscale/latool/linux/LATool-rhel7 .tar

Verifying and updating licenses on the system

After you install Cluster Server you can verify and manage the licenses using the
vxlicrep program.

See “Checking licensing information on the system” on page 71.

See “Replacing a VCS keyless license with another keyless license” on page 72.

Checking licensing information on the system

You can use the vxlicrep program to display information about the licenses on a
system.

To check licensing information

1 Navigate to the /sbin folder containing the vx1icrep program and enter:

# vxlicrep

2 Review the following output to determine the following information:
= The license key

= The type of license

Note: Note that the VXKEYLESS parameter is displayed in the output of
a keyless license and that it is set to ENABLED.

» The product for which it applies

Example: Excerpt of output for a keyless license

License Key = XXXXXXXXXXX.S1E
Product Name = VCs
YES

Point Product

Features :=


https://sort.veritas.com/public/utilities/infoscale/latool/linux/LATool-rhel7.tar

COUNT

COUNT POLICY
GLOBAL CLUSTER OPTION
LICENSE METER
LICENSE TYPE
MODE

PLATFORM
PLATFORM POLICY
PRODUCT EDITION
PRODUCT 1ID

TIER

TIER POLICY
VERSION
VXKEYLESS
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1
max:100%
Enabled
PER-CORE
PERPETUAL
vVCS

UNIX

Hard
AVAILABILITY
115

Tier 3
Soft
7.4.1
ENABLED

Example: Excerpt of output for a permanent license

License Key
Product Name

Point Product

Features :=
COUNT

COUNT POLICY
GLOBAL CLUSTER OPTION
LICENSE METER
LICENSE TYPE
MODE

PLATFORM
PLATFORM POLICY
PRODUCT EDITION
PRODUCT ID

SVC POLICY

TIER

TIER POLICY
VERSION

XXXXXXXXXXX . S1E
VCS
YES

10
max:100%
Enabled
PER-CORE
PERPETUAL
VCs

UNIX

Hard
AVAILABILITY
115

Soft

Tier 3
Soft
7.4.1

Replacing a VCS keyless license with another keyless license

You can use the . /installer -license command or the vxkeyless command
to replace a VCS keyless license with another keyless license on each node.

See “Replacing a VCS keyless license with a permanent license” on page 73.
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To update product licenses using the installer command

1 On any one node, enter the following command:

# ./installer -license

2 Atthe prompt, enter your keyless license text string.

To update product licenses using the vxkeyless command

¢ On each node, enter the keyless license text string using the command:
# vxkeyless set <keyless license text-string>
Example:

# vxkeyless set ENTERPRISE

Replacing a VCS keyless license with a permanent license

Within 60 days of enabling the VCS keyless license, you must replace it with a
permanent license using the vx1licinstupgrade program.

To update product licenses using the vxlicinstupgrade command

1 Make sure you have permissions to log in as root on each of the nodes in the
cluster.

2 Enter the permanent license key using the following command on each node:

# vxlicinstupgrade -k <key file path>

Note: The license key file must not be saved in the root directory (/) or the
default license directory on the local host (/etc/vx/licenses/1ic). You can
save the license key file inside any other directory on the local host.

3 Make sure keyless licenses are replaced on all cluster nodes before starting
VCS.

# vxlicrep
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To update product licenses using the installer command

1 On any one node, enter the following command:

#./installer -license

2 At the prompt, enter your permanent license key file.
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for data integrity

This chapter includes the following topics:

Setting up disk-based I/O fencing using installer

Setting up server-based I/O fencing using installer

Setting up non-SCSI-3 I/O fencing in virtual environments using installer
Setting up majority-based I/O fencing using installer

Enabling or disabling the preferred fencing policy

Setting up disk-based I/O fencing using installer

You can configure 1/O fencing using the -fencing option of the installer.

Initializing disks as VxVM disks
Perform the following procedure to initialize disks as VxVM disks.

To initialize disks as VxVM disks

1

Scan for the new hdisk devices.

# /usr/sbin/cfgmgr

List the new external disks or the LUNSs as recognized by the operating system.
On each node, enter:

# lsdev -Cc disk
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3 Determine the VXVM name by which a disk drive (or LUN) is known.

In the following example, VxVM identifies a disk with the AIX device name
/dev/rhdisk75 as EMCO_17:

# vxdmpadm getdmpnode nodename=hdisk75
NAME STATE ENCLR-TYPE PATHS ENBL DSBL ENCLR-NAME

EMC0717 ENABLED EMC 1 1 0 EMCO
Notice that in the example command, the AIX device name for

the block device was used.

As an option, you can run the command vxdisk list vxvm device name tO
see additional information about the disk like the AIX device name. For example:

# vxdisk list EMCO_17

4 To initialize the disks as VxVM disks, use one of the following methods:

= Use the interactive vxdiskadm utility to initialize the disks as VxVM disks.
For more information, see the Storage Foundation Administrator’s Guide.

s Use the vxdisksetup command to initialize a disk as a VxVM disk.
# vxdisksetup -i device name
The example specifies the CDS format:
# vxdisksetup -i EMCO_17

Repeat this command for each disk you intend to use as a coordinator disk.

Configuring disk-based 1/O fencing using installer

Note: The installer stops and starts VCS to complete 1/O fencing configuration.
Make sure to unfreeze any frozen VCS service groups in the cluster for the installer
to successfully stop VCS.
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To set up disk-based 1/0 fencing using the installer

1 Start the installer with -fencing option.
# /opt/VRTS/install/installer -fencing

The installer starts with a copyright message and verifies the cluster information.

Note the location of log files which you can access in the event of any problem
with the configuration process.

Enter the host name of one of the systems in the cluster.

Confirm that you want to proceed with the /O fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with remote nodes and checks whether VCS 7.4.2 is configured properly.

4 Review the I/O fencing configuration options that the program presents. Type
2 to configure disk-based /O fencing.

. Configure Coordination Point client based fencing

1

2. Configure disk based fencing

3. Configure majority based fencing

4. Configure fencing in disabled mode

Select the fencing mechanism to be configured in this

Application Cluster [1-4,g.7?] 2

5 Review the output as the configuration program checks whether VxVM is
already started and is running.

» If the check fails, configure and enable VxVM before you repeat this
procedure.

= If the check passes, then the program prompts you for the coordinator disk
group information.

6 Choose whether to use an existing disk group or create a new disk group to
configure as the coordinator disk group.
The program lists the available disk group names and provides an option to
create a new disk group. Perform one of the following:

= To use an existing disk group, enter the number corresponding to the disk
group at the prompt.
The program verifies whether the disk group you chose has an odd number
of disks and that the disk group has a minimum of three disks.

= To create a new disk group, perform the following steps:
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= Enter the number corresponding to the Create a new disk group option.
The program lists the available disks that are in the CDS disk format in
the cluster and asks you to choose an odd number of disks with at least
three disks to be used as coordinator disks.
Veritas recommends that you use three disks as coordination points for
disk-based /O fencing.

= If the available VxXVM CDS disks are less than the required, installer
asks whether you want to initialize more disks as VxVM disks. Choose
the disks you want to initialize as VxVM disks and then use them to
create new disk group.

= Enter the numbers corresponding to the disks that you want to use as
coordinator disks.

= Enter the disk group name.

Verify that the coordinator disks you chose meet the 1/0O fencing requirements.

You must verify that the disks are SCSI-3 PR compatible using the vxfentsthdw
utility and then return to this configuration program.

See “Checking shared disks for I/0 fencing” on page 81.

After you confirm the requirements, the program creates the coordinator disk
group with the information you provided.

Verify and confirm the 1/0 fencing configuration information that the installer
summarizes.

Review the output as the configuration program does the following:

= Stops VCS and I/O fencing on each node.

= Configures disk-based I/O fencing and starts the I/O fencing process.
» Updates the VCS configuration file main.cf if necessary.

= Copies the /etc/vxfenmode file to a date and time suffixed file
[etc/vxfenmode-date-time. This backup file is useful if any future fencing
configuration fails.

= Updates the I/O fencing configuration file /etc/vxfenmode.

= Starts VCS on each node to make sure that the VCS is cleanly configured
to use the 1/O fencing feature.

Review the output as the configuration program displays the location of the log
files, the summary files, and the response files.
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12 Configure the Coordination Point Agent.

Do you want to configure Coordination Point Agent on

the client cluster? [y,n,q] (y)

13 Enter a name for the service group for the Coordination Point Agent.

Enter a non-existing name for the service group for

Coordination Point Agent: [b] (vxfen) wvxfen

14 Set the level two monitor frequency.

Do you want to set LevelTwoMonitorFreqg? [y,n,ql (y)

15 Decide the value of the level two monitor frequency.
Enter the value of the LevelTwoMonitorFreq attribute: [b,q,?] (5)
Installer adds Coordination Point Agent and updates the main configuration
file.

16 Enable auto refresh of coordination points.

Do you want to enable auto refresh of coordination points
if registration keys are missing

on any of them? [y,n,q,b,?] (n)

See “Configuring CoordPoint agent to monitor coordination points” on page 168.

Refreshing keys or registrations on the existing coordination points
for disk-based fencing using the installer
You must refresh registrations on the coordination points in the following scenarios:

= When the CoordPoint agent notifies VCS about the loss of registration on any
of the existing coordination points.

= A planned refresh of registrations on coordination points when the cluster is
online without having an application downtime on the cluster.

Registration loss may happen because of an accidental array restart, corruption of
keys, or some other reason. If the coordination points lose the registrations of the
cluster nodes, the cluster may panic when a network partition occurs.

Warning: Refreshing keys might cause the cluster to panic if a node leaves
membership before the coordination points refresh is complete.
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To refresh registrations on existing coordination points for disk-based I/O
fencing using the installer

1 Start the installer with the -fencing option.
# /opt/VRTS/install/installer -fencing

The installer starts with a copyright message and verifies the cluster information.

Note down the location of log files that you can access if there is a problem
with the configuration process.

2 Confirm that you want to proceed with the 1/O fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with the remote nodes and checks whether VCS 7.4.2 is configured properly.

3 Review the I/O fencing configuration options that the program presents. Type
the number corresponding to refresh registrations or keys on the existing
coordination points.

Select the fencing mechanism to be configured in this

Application Cluster [1-6,q]

4  Ensure that the disk group constitution that is used by the fencing module
contains the same disks that are currently used as coordination disks.

5 Verify the coordination points.

For example,

Disk Group: fendg
Fencing disk policy: dmp
Fencing disks:
emc_clariion0_62
emc_clariion0_65

emc_clariion0_66
Is this information correct? [y,n,q] (y).
Successfully completed the vxfenswap operation

The keys on the coordination disks are refreshed.

6 Do you want to send the information about this installation to us to help improve
installation in the future? [y,n,q,?] (y).

7 Do you want to view the summary file? [y,n,q] (n).
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Checking shared disks for I/O fencing

Make sure that the shared storage you set up while preparing to configure VCS
meets the 1/0O fencing requirements. You can test the shared disks using the
vxfentsthdw utility. The two nodes must have ssh (default) or rsh communication.
To confirm whether a disk (or LUN) supports SCSI-3 persistent reservations, two
nodes must simultaneously have access to the same disks. Because a shared disk
is likely to have a different name on each node, check the serial number to verify
the identity of the disk. Use the vxfenadm command with the -i option. This
command option verifies that the same serial number for the LUN is returned on
all paths to the LUN.

Make sure to test the disks that serve as coordinator disks.
You can use the vxfentsthdw utility to test disks either in DMP format or in raw
format.

= [f you test disks in DMP format, use the VxXVM command vxdisk 1list to get
the DMP path name.

= If you test disks in raw format for Active/Passive disk arrays, you must use an
active enabled path with the vxfentsthdw command. Run the vxdmpadm
getsubpaths dmpnodename=enclosure-based name command to list the active
enabled paths.
DMP opens the secondary (passive) paths with an exclusive flag in
Active/Passive arrays. So, if you test the secondary (passive) raw paths of the
disk, the vxfentsthdw command may fail due to DMP’s exclusive flag.

The vxfentsthdw utility has additional options suitable for testing many disks. Review
the options for testing the disk groups (-g) and the disks that are listed in a file (-£).
You can also test disks without destroying data using the -r option.

See the Cluster Server Administrator's Guide.
Checking that disks support SCSI-3 involves the following tasks:

= Verifying the Array Support Library (ASL)
See “Verifying Array Support Library (ASL)” on page 81.

» Verifying that nodes have access to the same disk
See “Verifying that the nodes have access to the same disk” on page 82.

= Testing the shared disks for SCSI-3
See “Testing the disks using vxfentsthdw utility” on page 83.

Verifying Array Support Library (ASL)
Make sure that the Array Support Library (ASL) for the array that you add is installed.
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To verify Array Support Library (ASL)

1

1

2

If the Array Support Library (ASL) for the array that you add is not installed,
obtain and install it on each node before proceeding.

The ASL for the supported storage device that you add is available from the
disk array vendor or Veritas technical support.

Verify that the ASL for the disk array is installed on each of the nodes. Run the
following command on each node and examine the output to verify the
installation of ASL.

The following output is a sample:

# vxddladm listsupport all

LIBNAME VID PID

libvx3par.so 3PARdata Y

1ibvxCLARi1iON. so DGC All

libvxFJTSYebk.so FUJITSU E6000

libvxFJTSYe8k.so FUJITSU All

libvxcompellent.so COMPELNT Compellent Vol

libvxcopan.so COPANSYS 8814, 8818

libvxddns2a.so DDN S2A 9550, S2A 9900,
S2A 9700

Scan all disk drives and their attributes, update the VxVM device list, and
reconfigure DMP with the new devices. Type:

# vxdisk scandisks

See the Veritas Volume Manager documentation for details on how to add and
configure disks.

Verifying that the nodes have access to the same disk

Before you test the disks that you plan to use as shared data storage or as
coordinator disks using the vxfentsthdw utility, you must verify that the systems see
the same disk.

To verify that the nodes have access to the same disk

Verify the connection of the shared storage for data to two of the nodes on
which you installed Veritas InfoScale Enterprise.

Ensure that both nodes are connected to the same disk during the testing. Use
the vxfenadm command to verify the disk serial number.
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# vxfenadm -i diskpath

For A/P arrays, run the vxfentsthdw command only on secondary paths.
Refer to the vxfenadm (1M) manual page.

For example, an EMC disk is accessible by the /dev/rhdisk75 path on node A
and the /dev/rhdisk76 path on node B.

From node A, enter:
# vxfenadm -i /dev/rhdisk75

Vendor id : EMC

Product id : SYMMETRIX
Revision : 5567

Serial Number : 42031000a

The same serial number information should appear when you enter the
equivalent command on node B using the /dev/rhdisk76 path.

On a disk from another manufacturer, Hitachi Data Systems, the output is
different and may resemble:

Vendor id : HITACHI
Product id : OPEN-3
Revision : 0117

Serial Number : 0401EB6F0002

Testing the disks using vxfentsthdw utility
This procedure uses the /dev/rhdisk75 disk in the steps.

If the utility does not show a message that states a disk is ready, the verification
has failed. Failure of verification can be the result of an improperly configured disk
array. The failure can also be due to a bad disk.

If the failure is due to a bad disk, remove and replace it. The vxfentsthdw utility
indicates a disk can be used for 1/O fencing with a message resembling:

The disk /dev/rhdisk75 is ready to be configured for I/O Fencing on

node sysl

For more information on how to replace coordinator disks, refer to the Cluster Server
Administrator's Guide.
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To test the disks using vxfentsthdw utility
1 Make sure system-to-system communication functions properly.

See “About configuring secure shell or remote shell communication modes
before installing products” on page 296.

From one node, start the utility.

The script warns that the tests overwrite data on the disks. After you review
the overview and the warning, confirm to continue the process and enter the
node names.

Warning: The tests overwrite and destroy data on the disks unless you use
the -r option.

THIS UTILITY WILL DESTROY THE DATA ON THE DISK!!

Do you still want to continue : [y/n] (default: n) y
Enter the first node of the cluster: sysl

Enter the second node of the cluster: sys2

Review the output as the utility performs the checks and reports its activities.

5 If adisk is ready for I/O fencing on each node, the utility reports success for
each node. For example, the utility displays the following message for the node
sys1.

The disk is now ready to be configured for I/0 Fencing on node

sysl

ALL tests on the disk /dev/rhdisk75 have PASSED
The disk is now ready to be configured for I/0 fencing on node

sysl

6 Run the vxfentsthdw utility for each disk you intend to verify.

Note: Only dmp disk devices can be used as coordinator disks.

Setting up server-based I/O fencing using installer

You can configure server-based I/O fencing for the VCS cluster using the installer.
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With server-based fencing, you can have the coordination points in your configuration
as follows:

Combination of CP servers and SCSI-3 compliant coordinator disks

CP servers only
Veritas also supports server-based fencing with a single highly available CP
server that acts as a single coordination point.

See “ About planning to configure /O fencing” on page 19.

See “Recommended CP server configurations” on page 25.

This section covers the following example procedures:

Mix of CP servers and See “To configure server-based fencing for the VCS cluster

coordinator disks (one CP server and two coordinator disks)” on page 85.

Single CP server See “To configure server-based fencing for the VCS cluster”
on page 90.

To configure server-based fencing for the VCS cluster (one CP server and
two coordinator disks)

1

Depending on the server-based configuration model in your setup, make sure
of the following:

n CP servers are configured and are reachable from the VCS cluster. The
VCS cluster is also referred to as the application cluster or the client cluster.
See “Setting up the CP server” on page 27.

= The coordination disks are verified for SCSI3-PR compliance.
See “Checking shared disks for I/O fencing” on page 81.

Start the installer with the -fencing option.
# /opt/VRTS/install/installer -fencing

The installer starts with a copyright message and verifies the cluster information.

Note the location of log files which you can access in the event of any problem
with the configuration process.

Confirm that you want to proceed with the I/O fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with remote nodes and checks whether VCS 7.4.2 is configured properly.
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Review the I/O fencing configuration options that the program presents. Type
1 to configure server-based I/O fencing.

Select the fencing mechanism to be configured in this

Application Cluster [1-3,b,q] 1

Make sure that the storage supports SCSI3-PR, and answer y at the following
prompt.

Does your storage environment support SCSI3 PR? [y,n,ql]l (y)

Provide the following details about the coordination points at the installer prompt:

= Enter the total number of coordination points including both servers and
disks. This number should be at least 3.

Enter the total number of co-ordination points including both

Coordination Point servers and disks: [b] (3)

= Enter the total number of coordinator disks among the coordination points.

Enter the total number of disks among these:
[b] (0) 2

Provide the following CP server details at the installer prompt:

= Enter the total number of virtual IP addresses or the total number of fully
qualified host names for each of the CP servers.

How many IP addresses would you like to use to communicate

to Coordination Point Server #1?: [b,q,?] (1) 1

= Enter the virtual IP addresses or the fully qualified host name for each of
the CP servers. The installer assumes these values to be identical as viewed
from all the application cluster nodes.

Enter the Virtual IP address or fully qualified host name #1
for the HTTPS Coordination Point Server #1:
[b] 10.209.80.197

The installer prompts for this information for the number of virtual IP
addresses you want to configure for each CP server.

= Enter the port that the CP server would be listening on.
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Enter the port that the coordination point server 10.209.80.197
would be listening on or accept the default port
suggested: [b] (443)

8 Provide the following coordinator disks-related details at the installer prompt:

Choose the coordinator disks from the list of available disks that the installer
displays. Ensure that the disk you choose is available from all the VCS
(application cluster) nodes.

The number of times that the installer asks you to choose the disks depends
on the information that you provided in step 6. For example, if you had
chosen to configure two coordinator disks, the installer asks you to choose
the first disk and then the second disk:

Select disk number 1 for co-ordination point

1) rhdisk75
2) rhdisk76
3) rhdisk77

Please enter a valid disk which is available from all the

cluster nodes for co-ordination point [1-3,9] 1

If you have not already checked the disks for SCSI-3 PR compliance in
step 1, check the disks now.

The installer displays a message that recommends you to verify the disks
in another window and then return to this configuration procedure.

Press Enter to continue, and confirm your disk selection at the installer
prompt.

Enter a disk group name for the coordinator disks or accept the default.

Enter the disk group name for coordinating disk(s):

[b] (vxfencoorddg)
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9 Verify and confirm the coordination points information for the fencing
configuration.

For example:

Total number of coordination points being used: 3
Coordination Point Server ([VIP or FQHN]:Port):
1. 10.209.80.197 ([10.209.80.197]1:443)
SCSI-3 disks:
1. rhdisk75
2. rhdisk76
Disk Group name for the disks in customized fencing: vxfencoorddg

Disk policy used for customized fencing: dmp

The installer initializes the disks and the disk group and deports the disk group
on the VCS (application cluster) node.

10 Verify and confirm the 1/O fencing configuration information.

CPS Admin utility location: /opt/VRTScps/bin/cpsadm

Cluster ID: 2122

Cluster Name: clusl

UUID for the above cluster: {aebe589%9a-1ddl-11b2-dd44-00144£79240c}

11 Review the output as the installer updates the application cluster information
on each of the CP servers to ensure connectivity between them. The installer
then populates the /etc/vxfenmode file with the appropriate details in each of
the application cluster nodes.

Updating client cluster information on Coordination Point Server 10.209.80.197

Adding the client cluster to the Coordination Point Server 10.209.80.197 .......... Done
Registering client node sysl with Coordination Point Server 10.209.80.197...... Done

Adding CPClient user for communicating to Coordination Point Server 10.209.80.197 .... Done
Adding cluster clusl to the CPClient user on Coordination Point Server 10.209.80.197 .. Done
Registering client node sys2 with Coordination Point Server 10.209.80.197 ..... Done

Adding CPClient user for communicating to Coordination Point Server 10.209.80.197 .... Done

Adding cluster clusl to the CPClient user on Coordination Point Server 10.209.80.197 ..Done

Updating /etc/vxfenmode file oOn SYSl .ttt ittt ittt et eeeeeeeeenenenens Done

Updating /etc/vxfenmode file ON SYS2 vt iiitin titeeeeeeeeeeenenenens Done

See “About I/O fencing configuration files” on page 268.
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Review the output as the installer stops and restarts the VCS and the fencing
processes on each application cluster node, and completes the 1/O fencing
configuration.

Configure the CP agent on the VCS (application cluster). The Coordination
Point Agent monitors the registrations on the coordination points.

Do you want to configure Coordination Point Agent on

the client cluster? [y,n,q] (y)

Enter a non-existing name for the service group for

Coordination Point Agent: [b] (vxfen)

Additionally the coordination point agent can also monitor changes to the
Coordinator Disk Group constitution such as a disk being accidently deleted
from the Coordinator Disk Group. The frequency of this detailed monitoring
can be tuned with the LevelTwoMonitorFreq attribute. For example, if you set
this attribute to 5, the agent will monitor the Coordinator Disk Group constitution
every five monitor cycles.

Note that for the LevelTwoMonitorFreq attribute to be applicable there must
be disks as part of the Coordinator Disk Group.

Enter the value of the LevelTwoMonitorFreqg attribute: (5)

Enable auto refresh of coordination points.

Do you want to enable auto refresh of coordination points
if registration keys are missing

on any of them? [y,n,q,b,?] (n)

Note the location of the configuration log files, summary files, and response
files that the installer displays for later use.

Verify the fencing configuration using:

# vxfenadm -d

Verify the list of coordination points.

# vxfenconfig -1
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To configure server-based fencing for the VCS cluster

1

Make sure that the CP server is configured and is reachable from the VCS
cluster. The VCS cluster is also referred to as the application cluster or the
client cluster.

See “Setting up the CP server” on page 27.

Start the installer with -fencing option.
# /opt/VRTS/install/installer -fencing

The installer starts with a copyright message and verifies the cluster information.

Note the location of log files which you can access in the event of any problem
with the configuration process.

Confirm that you want to proceed with the /O fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with remote nodes and checks whether VCS 7.4.2 is configured properly.

Review the I/O fencing configuration options that the program presents. Type
1 to configure server-based I/O fencing.

Select the fencing mechanism to be configured in this
Application Cluster [1-7,q9] 1

Make sure that the storage supports SCSI3-PR, and answer y at the following
prompt.

Does your storage environment support SCSI3 PR? [y,n,q]l (y)

Enter the total number of coordination points as 1.

Enter the total number of co-ordination points including both

Coordination Point servers and disks: [b] (3) 1

Read the installer warning carefully before you proceed with the configuration.
Provide the following CP server details at the installer prompt:

= Enter the total number of virtual IP addresses or the total number of fully
qualified host names for each of the CP servers.

How many IP addresses would you like to use to communicate
to Coordination Point Server #1? [b,q,?] (1) 1

90



10

Configuring VCS clusters for data integrity
Setting up server-based 1/O fencing using installer

Enter the virtual IP address or the fully qualified host name for the CP server.
The installer assumes these values to be identical as viewed from all the
application cluster nodes.

Enter the Virtual IP address or fully qualified host name
#1 for the Coordination Point Server #1:
[b] 10.209.80.197

The installer prompts for this information for the number of virtual IP
addresses you want to configure for each CP server.

Enter the port that the CP server would be listening on.

Enter the port in the range [49152, 65535] which the
Coordination Point Server 10.209.80.197

would be listening on or simply accept the default
port suggested: [b] (443)

Verify and confirm the coordination points information for the fencing

configuration.

For example:

Total number of coordination points being used: 1

Coordination Point Server ([VIP or FQHN]:Port):

1. 10.209.80.197 ([10.209.80.197]1:443)

Verify and confirm the 1/0 fencing configuration information.

CPS Admin utility location: /opt/VRTScps/bin/cpsadm
Cluster ID: 2122

Cluster Name: clusl

UUID for the above cluster:
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11 Review the output as the installer updates the application cluster information
on each of the CP servers to ensure connectivity between them. The installer
then populates the /etc/vxfenmode file with the appropriate details in each of
the application cluster nodes.
The installer also populates the /etc/vxfenmode file with the entry single cp=1
for such single CP server fencing configuration.
Updating client cluster information on Coordination Point Server 10.209.80.197
Adding the client cluster to the Coordination Point Server 10.209.80.197 .......... Done
Registering client node sysl with Coordination Point Server 10.209.80.197...... Done
Adding CPClient user for communicating to Coordination Point Server 10.209.80.197 Done
Adding cluster clusl to the CPClient user on Coordination Point Server 10.209.80.197 Done
Registering client node sys2 with Coordination Point Server 10.209.80.197 ..... Done
Adding CPClient user for communicating to Coordination Point Server 10.209.80.197 Done
Adding cluster clusl to the CPClient user on Coordination Point Server 10.209.80.197 Done

Updating /etc/vxfenmode file On SYSL v ii it tnn et teeeeneeneeneeneenns Done

Updating /etc/vxfenmode file ON SYS2 . iiuiiin ttttteneeneeneeneeneenns Done

12

13

14

15

See “About I/O fencing configuration files” on page 268.

Review the output as the installer stops and restarts the VCS and the fencing
processes on each application cluster node, and completes the 1/0O fencing
configuration.

Configure the CP agent on the VCS (application cluster).

Do you want to configure Coordination Point Agent on the

client cluster? [y,n,ql (V)

Enter a non-existing name for the service group for

Coordination Point Agent: [b] (vxfen)

Enable auto refresh of coordination points.

Do you want to enable auto refresh of coordination points
if registration keys are missing

on any of them? [y,n,q,b,?] (n)

Note the location of the configuration log files, summary files, and response
files that the installer displays for later use.
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Refreshing keys or registrations on the existing coordination points
for server-based fencing using the installer

You must refresh registrations on the coordination points in the following scenarios:

When the CoordPoint agent notifies VCS about the loss of registration on any
of the existing coordination points.

A planned refresh of registrations on coordination points when the cluster is
online without having an application downtime on the cluster.

Registration loss might occur because of an accidental array restart, corruption of
keys, or some other reason. If the coordination points lose registrations of the cluster
nodes, the cluster might panic when a network partition occurs.

Warning: Refreshing keys might cause the cluster to panic if a node leaves
membership before the coordination points refresh is complete.

To refresh registrations on existing coordination points for server-based 1/0
fencing using the installer

1

Start the installer with the -fencing option.
# /opt/VRTS/install/installer -fencing

The installer starts with a copyright message and verifies the cluster information.

Note the location of log files that you can access if there is a problem with the
configuration process.

Confirm that you want to proceed with the 1/0 fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with the remote nodes and checks whether VCS 7.4.2 is configured properly.

Review the I/O fencing configuration options that the program presents. Type
the number corresponding to the option that suggests to refresh registrations
or keys on the existing coordination points.

Select the fencing mechanism to be configured in this

Application Cluster [1-7,9] 6
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4 Ensure that the /etc/vxfentab file contains the same coordination point
servers that are currently used by the fencing module.

Also, ensure that the disk group mentioned in the /etc/vxfendg file contains
the same disks that are currently used by the fencing module as coordination
disks.
5 \Verify the coordination points.
For example,
Total number of coordination points being used: 3
Coordination Point Server ([VIP or FQHN]:Port):
1. 10.198.94.146 ([10.198.94.146]:443)
2. 10.198.94.144 ([10.198.94.144]:443)
SCSI-3 disks:
1. emc_clariionO 61

Disk Group name for the disks in customized fencing: vxfencoorddg

Disk policy used for customized fencing: dmp

6 Is this information correct? [y,n,q] (y)

Updating client cluster information on Coordination Point Server
IPaddress

Successfully completed the vxfenswap operation

The keys on the coordination disks are refreshed.

7 Do you want to send the information about this installation to us to help improve
installation in the future? [y,n,q,?] (y).

8 Do you want to view the summary file? [y,n,q] (n).

Setting the order of existing coordination points for server-based
fencing using the installer

This section describes the reasons, benefits, considerations, and the procedure to
set the order of the existing coordination points for server-based fencing.

About deciding the order of existing coordination points

You can decide the order in which coordination points can participate in a race
during a network partition. In a network partition scenario, 1/0O fencing attempts to
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contact coordination points for membership arbitration based on the order that is
set in the vxfentab file.

When /O fencing is not able to connect to the first coordination point in the sequence
it goes to the second coordination point and so on. To avoid a cluster panic, the
surviving subcluster must win majority of the coordination points. So, the order must
begin with the coordination point that has the best chance to win the race and must
end with the coordination point that has the least chance to win the race.

For fencing configurations that use a mix of coordination point servers and
coordination disks, you can specify either coordination point servers before
coordination disks or disks before servers.

Note: Disk-based fencing does not support setting the order of existing coordination
points.

Considerations to decide the order of coordination points

= Choose the coordination points based on their chances to gain membership on
the cluster during the race and hence gain control over a network partition. In
effect, you have the ability to save a partition.

= Firstin the order must be the coordination point that has the best chance to win
the race. The next coordination point you list in the order must have relatively
lesser chance to win the race. Complete the order such that the last coordination
point has the least chance to win the race.

Setting the order of existing coordination points using the
installer

To set the order of existing coordination points

1 Start the installer with -fencing option.
# /opt/VRTS/install/installer -fencing

The installer starts with a copyright message and verifies the cluster information.

Note the location of log files that you can access if there is a problem with the
configuration process.

2 Confirm that you want to proceed with the 1/O fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with remote nodes and checks whether VCS 7.4.2 is configured properly.
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Review the I/O fencing configuration options that the program presents. Type
the number corresponding to the option that suggests to set the order of existing
coordination points.

For example:

Select the fencing mechanism to be configured in this

Application Cluster [1-7,q] 7

Installer will ask the new order of existing coordination points.

Then it will call vxfenswap utility to commit the

coordination points change.

Warning: The cluster might panic if a node leaves membership before the
coordination points change is complete.

Review the current order of coordination points.

Current coordination points order:

(Coordination disks/Coordination Point Server)

Example,

1) /dev/vx/rdmp/emc_clariion0O_65, /dev/vx/rdmp/emc_clariion0_66,
/dev/vx/rdmp/emc_clariion0_62

2) [10.198.94.144]:443

3) [10.198.94.146] :443

b) Back to previous menu

Enter the new order of the coordination points by the numbers and separate
the order by space [1-3,b,q] 31 2.

New coordination points order:

(Coordination disks/Coordination Point Server)

Example,

1) [10.198.94.146]:443

2) /dev/vx/rdmp/emc_clariion0O_ 65, /dev/vx/rdmp/emc_clariion(O_66,
/dev/vx/rdmp/emc_clariion0 62

3) [10.198.94.144]:443
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Is this information correct? [y,n,q] (y)-

Preparing vxfenmode.test file on all systems...
Running vxfenswap...

Successfully completed the vxfenswap operation

Do you want to send the information about this installation to us to help improve
installation in the future? [y,n,q,?] (y)-

Do you want to view the summary file? [y,n,q] (n).

Verify that the value of vxfen honor cp order specifiedin the /etc/vxfenmode
file is set to 1.

For example,

vxfen mode=customized
vxfen mechanism=cps
port=443

scsi3_disk policy=dmp
cpsl1=[10.198.94.146]
vxfendg=vxfencoorddg
cps2=[10.198.94.144]

vxfen honor cp order=1

Verify that the coordination point order is updated in the output of the
vxfenconfig -1 command.

For example,

I/0 Fencing Configuration Information:

single cp=0

[10.198.94.146]:443 {e7823b24-1dd1-11b2-8814-2299557£f1dc0}
/dev/vx/rdmp/emc_clariion0 65 60060160A38B1600386FD87CA8FDDD11
/dev/vx/rdmp/emc_clariion0 66 60060160A38B1600396FD87CA8FDDD11
/dev/vx/rdmp/emc_clariion0 62 60060160A38B16005AA00372A8FDDD11
[10.198.94.144]:443 {01£f18460-1dd2-11b2-b818-659cbc6eb360}
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Setting up non-SCSI-3 I/O fencing in virtual
environments using installer

If you have installed Veritas InfoScale Enterprise in virtual environments that do
not support SCSI-3 PR-compliant storage, you can configure non-SCSI-3 fencing.

To configure I/O fencing using the installer in a non-SCSI-3 PR-compliant
setup

1

Start the installer with -fencing option.
# /opt/VRTS/install/installer -fencing

The installer starts with a copyright message and verifies the cluster information.

Confirm that you want to proceed with the 1/0 fencing configuration at the
prompt.

The program checks that the local node running the script can communicate
with remote nodes and checks whether VCS 7.4.2 is configured properly.

For server-based fencing, review the 1/0 fencing configuration options that the
program presents. Type 1 to configure server-based I/O fencing.

Select the fencing mechanism to be configured in this
Application Cluster
(1-7,q9] 1

Enter n to confirm that your storage environment does not support SCSI-3 PR.

Does your storage environment support SCSI3 PR?

ly,n,q] (y) n

Confirm that you want to proceed with the non-SCSI-3 I/0 fencing configuration
at the prompt.

For server-based fencing, enter the number of CP server coordination points
you want to use in your setup.

For server-based fencing, enter the following details for each CP server:
= Enter the virtual IP address or the fully qualified host name.

s Enter the port address on which the CP server listens for connections.
The default value is 443. You can enter a different port address. Valid values
are between 49152 and 65535.

The installer assumes that these values are identical from the view of the VCS
cluster nodes that host the applications for high availability.
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8 For server-based fencing, verify and confirm the CP server information that
you provided.

9 Verify and confirm the VCS cluster configuration information.
Review the output as the installer performs the following tasks:

= Updates the CP server configuration files on each CP server with the
following details for only server-based fencing, :

= Registers each node of the VCS cluster with the CP server.
= Adds CP server user to the CP server.
= Adds VCS cluster to the CP server user.
» Updates the following configuration files on each node of the VCS cluster
m /etc/vxfenmode file
m /etc/default/vxfen file
m /etc/vxenviron file
m /etc/llttab file

m /etc/vxfentab (only for server-based fencing)

10 Review the output as the installer stops VCS on each node, starts I/O fencing
on each node, updates the VCS configuration file main.cf, and restarts VCS
with non-SCSI-3 fencing.

For server-based fencing, confirm to configure the CP agent on the VCS cluster.
11 Confirm whether you want to send the installation information to us.

12 After the installer configures 1/0O fencing successfully, note the location of
summary, log, and response files that installer creates.

The files provide useful information which can assist you with the configuration,
and can also assist future configurations.

Setting up majority-based I/O fencing using
installer

You can configure majority-based fencing for the cluster using the installer .
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Perform the following steps to confgure majority-based I/O fencing

1

Start the installer with the -fencing option.
# /opt/VRTS/install/installer -fencing

Where version is the specific release version. The installer starts with a
copyright message and verifies the cluster information.

Note: Make a note of the log file location which you can access in the event
of any issues with the configuration process.

Confirm that you want to proceed with the /O fencing configuration at the
prompt. The program checks that the local node running the script can
communicate with remote nodes and checks whether VCS is configured
properly.

Review the I/O fencing configuration options that the program presents. Type
3 to configure majority-based 1/O fencing.

Select the fencing mechanism to be configured in this

Application Cluster [1-7,b,q] 3

Note: The installer will ask the following question. Does your storage
environment support SCSI3 PR? [y,n,q,?] Input'y' if your storage environment
supports SCSI3 PR. Other alternative will result in installer configuring
non-SCSI3 fencing(NSF).

The installer then populates the /etc/vxfenmode file with the appropriate details
in each of the application cluster nodes.

Updating /etc/vxfenmode file on sysl ........ciiiiuennnn Done
Updating /etc/vxfenmode file On SYS2 ....iiiiiinnnnnnnnn Done

Review the output as the installer stops and restarts the VCS and the fencing
processes on each application cluster node, and completes the 1/O fencing
configuration.

Note the location of the configuration log files, summary files, and response
files that the installer displays for later use.

Verify the fencing configuration.

# vxfenadm -d
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Enabling or disabling the preferred fencing policy

You can enable or disable the preferred fencing feature for your 1/O fencing
configuration.

You can enable preferred fencing to use system-based race policy, group-based
race policy, or site-based policy. If you disable preferred fencing, the 1/0 fencing
configuration uses the default count-based race policy.

Preferred fencing is not applicable to majority-based I/O fencing.
To enable preferred fencing for the I/O fencing configuration

1 Make sure that the cluster is running with I/O fencing set up.

# vxfenadm -d

2 Make sure that the cluster-level attribute UseFence has the value set to SCSI3.
# haclus -value UseFence

3 To enable system-based race policy, perform the following steps:
= Make the VCS configuration writable.

# haconf -makerw

= Set the value of the cluster-level attribute PreferredFencingPolicy as System.

# haclus -modify PreferredFencingPolicy System

= Set the value of the system-level attribute FencingWeight for each node in
the cluster.

For example, in a two-node cluster, where you want to assign sys1 five
times more weight compared to sys2, run the following commands:

# hasys -modify sysl FencingWeight 50
# hasys -modify sys2 FencingWeight 10

= Save the VCS configuration.

# haconf -dump -makero

= Verify fencing node weights using:

# vxfenconfig -a
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To enable group-based race policy, perform the following steps:

= Make the VCS configuration writable.

# haconf -makerw

= Setthe value of the cluster-level attribute PreferredFencingPolicy as Group.
# haclus -modify PreferredFencingPolicy Group

= Set the value of the group-level attribute Priority for each service group.
For example, run the following command:
# hagrp -modify service group Priority 1

Make sure that you assign a parent service group an equal or lower priority
than its child service group. In case the parent and the child service groups
are hosted in different subclusters, then the subcluster that hosts the child
service group gets higher preference.

= Save the VCS configuration.

# haconf -dump -makero

To enable site-based race policy, perform the following steps:

= Make the VCS configuration writable.

# haconf -makerw

= Set the value of the cluster-level attribute