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Overview of Storage
Foundation

This chapter includes the following topics:

About Storage Foundation

About Dynamic Multi-Pathing (DMP)

About Veritas Volume Manager

About Veritas File System

About Storage Foundation Cluster File System (SFCFS)
About Veritas InfoScale Operations Manager

Use cases for Storage Foundation

About Storage Foundation

Storage Foundation is a storage management solution to enable robust,
manageable, and scalable storage deployment. SF maximizes your storage
efficiency, availability, agility, and performance across heterogeneous server and
storage platforms.

Storage Foundation consists of product components and features that can be used
individually and together to improve performance, resilience and ease of
management for your storage and applications.

Table 1-1 describes the components of Storage Foundation.
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Table 1-1 Storage Foundation components

Component

Description

Dynamic Multi-Pathing
(DMP)

Manages the I/O performance and path availability of the physical
storage devices that are configured on the system.

DMP creates DMP metadevices across all of the paths to each
LUN. DMP uses the DMP metadevices to manage path failover
and /O load balancing across the paths to the physical devices.

DMP metadevices provide the foundation for Veritas Volume
Manager (VxVM) and Veritas File System (VxFS). DMP also
supports native operating system volumes and file systems on
DMP devices.

Veritas Volume Manager
(VxVM)

Provides a logical storage abstraction layer or storage
management between your operating system devices and your
applications.

VxVM enables you to create logical devices called volumes on
the physical disks and LUNs.The applications such as file systems
or databases access the volumes as if the volumes were physical
devices but without the physical limitations.

VxVM features enable you to configure, share, manage, and
optimize storage 1/O performance online without interrupting data
availability. Additional VxVM features enhance fault tolerance and
fast recovery from disk failure or storage array failure.

Veritas File System
(VXFS)

Provides a high-performance journaling file system.

VxFS is designed for use in operating environments that deal with
large amounts of data and that require high performance and
continuous availability.

VxFS features provide quick-recovery for applications, scalable
performance, continuous availability, increased 1/0O throughput,
and increased structural integrity.

Volume Replicator
(VWR)

Enables you to maintain a consistent copy of application data at
one or more remote locations for disaster recovery.

VVR replicates data to remote locations over any standard IP
network to provide continuous data availability. VVR can replicate
existing VxVM configurations, and can be transparently configured
while the application is active. VVR option is a
separately-licensable feature of Storage Foundation.

A related product, Veritas Operations Manager, provides a centralized management

console that you can use with Veritas InfoScale products.
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See “About Veritas InfoScale Operations Manager” on page 30.

About Dynamic Multi-Pathing (DMP)

Dynamic Multi-Pathing (DMP) provides multi-pathing functionality for the operating
system native devices that are configured on the system. DMP creates DMP
metadevices (also known as DMP nodes) to represent all the device paths to the
same physical LUN.

DMP is available as a component of Storage Foundation. DMP supports Veritas
Volume Manager (VxVM) volumes on DMP metadevices, and Veritas File System
(VxFS) file systems on those volumes.

DMP metadevices support ZFS. You can create ZFS pools on DMP metadevices.
Starting with Solaris 11 update 1, DMP supports both root and non-root ZFS pools.
For earlier versions of Solaris, DMP supports only non-root ZFS file systems.

Veritas Volume Manager (VxVM) volumes and disk groups can co-exist with ZFS
pools, but each device can only support one of the types. If a disk has a VxVM
label, then the disk is not available to ZFS. Similarly, if a disk is in use by ZFS, then
the disk is not available to VxVM.

About Veritas Volume Manager

Veritas™ Volume Manager (VxXVM) by Veritas is a storage management subsystem
that allows you to manage physical disks and logical unit numbers (LUNs) as logical
devices called volumes. A VxVM volume appears to applications and the operating
system as a physical device on which file systems, databases, and other managed
data objects can be configured.

VxVM provides easy-to-use online disk storage management for computing
environments and Storage Area Network (SAN) environments. By supporting the
Redundant Array of Independent Disks (RAID) model, VxVM can be configured to
protect against disk and hardware failure, and to increase |/O throughput.
Additionally, VxVM provides features that enhance fault tolerance and fast recovery
from disk failure or storage array failure.

VxVM overcomes restrictions imposed by hardware disk devices and by LUNs by
providing a logical volume management layer. This allows volumes to span multiple
disks and LUNSs.

VxVM provides the tools to improve performance and ensure data availability and
integrity. You can also use VxVM to dynamically configure storage while the system
is active.
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About Veritas File System

A file system is simply a method for storing and organizing computer files and the
data they contain to make it easy to find and access them. More formally, a file
system is a set of abstract data types (such as metadata) that are implemented for
the storage, hierarchical organization, manipulation, navigation, access, and retrieval
of data.

Veritas File System (VxFS) was the first commercial journaling file system. With
journaling, metadata changes are first written to a log (or journal) then to disk. Since
changes do not need to be written in multiple places, throughput is much faster as
the metadata is written asynchronously.

VxFS is also an extent-based, intent logging file system. VxFS is designed for use
in operating environments that require high performance and availability and deal
with large amounts of data.

The maximum size of the file system you can create depends on the block size.

Block Size Currently-Supported Maximum File System Size
1024 bytes 68,719,472,624 sectors (=32 TB)

2048 bytes 137,438,945,248 sectors (=64 TB)

4096 bytes 274,877,890,496 sectors (=128 TB)

8192 bytes 549,755,780,992 sectors (=256 TB)

VxFS major components include:

File system logging About the Veritas File System intent log
Extents About extents
File system disk layouts About file system disk layouts

About the Veritas File System intent log

Most file systems rely on full structural verification by the £sck utility as the only
means to recover from a system failure. For large disk configurations, this involves
a time-consuming process of checking the entire structure, verifying that the file
system is intact, and correcting any inconsistencies. VxFS provides fast recovery
with the VxFS intent log and VxFS intent log resizing features.

VxFS reduces system failure recovery times by tracking file system activity in the
VxFS intent log. This feature records pending changes to the file system structure
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in a circular intent log. The intent log recovery feature is not readily apparent to
users or a system administrator except during a system failure. By default, VXFS
file systems log file transactions before they are committed to disk, reducing time
spent recovering file systems after the system is halted unexpectedly.

During system failure recovery, the VxFS fsck utility performs an intent log replay,
which scans the intent log and nullifies or completes file system operations that
were active when the system failed. The file system can then be mounted without
requiring a full structural check of the entire file system. Replaying the intent log
might not completely recover the damaged file system structure if there was a disk
hardware failure; hardware problems might require a complete system check using
the fsck utility provided with VxFS.

The mount command automatically runs the VxFS £sck command to perform an
intent log replay if the mount command detects a dirty log in the file system. This
functionality is only supported on a file system mounted on a Veritas Volume
Manager (VxVM) volume, and is supported on cluster file systems.

See the £sck_vx£s(1M) manual page and mount_vx£s(1M) manual page.

The VXFS intent log is allocated when the file system is first created. The size of
the intent log is based on the size of the file system—the larger the file system, the
larger the intent log. You can resize the intent log at a later time by using the fsadm
commnad.

See the fsadm_vxfs(1M) manual page.

The maximum default intent log size for disk layout Version 7 or later is 256
megabytes.

Note: Inappropriate sizing of the intent log can have a negative impact on system
performance.

See “Intent log size” on page 156.

An extent is a contiguous area of storage in a computer file system, reserved for a
file. When starting to write to a file, a whole extent is allocated. When writing to the
file again, the data continues where the previous write left off. This reduces or
eliminates file fragmentation. An extent is presented as an address-length pair,
which identifies the starting block address and the length of the extent (in file system
or logical blocks). Since Veritas File System (VxFS) is an extent-based file system,
addressing is done through extents (which can consist of multiple blocks) rather
than in single-block segments. Extents can therefore enhance file system throughput.
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Extents allow disk 1/O to take place in units of multiple blocks if storage is allocated
in contiguous blocks. For sequential I/O, multiple block operations are considerably
faster than block-at-a-time operations; almost all disk drives accept I/O operations
on multiple blocks.

Extent allocation only slightly alters the interpretation of addressed blocks from the
inode structure compared to block-based inodes. A VxXFS inode references 10 direct
extents, each of which are pairs of starting block addresses and lengths in blocks.

Disk space is allocated in 512-byte sectors to form logical blocks. VXFS supports
logical block sizes of 1024, 2048, 4096, and 8192 bytes. The default block size is
1 KB for file system sizes of up to 2 TB, and 8 KB for file system sizes 2 TB or
larger.

About file system disk layouts

The disk layout is the way file system information is stored on disk. On Veritas File
System (VxFS), several disk layout versions are supported to provide new features
and specific UNIX environments.

You can use one of the following commands to upgrade the disk layout version.

vxupgrade Upgrades an existing VxFS file system to a supported disk
layout version while the file system remains online.

See the vxupgrade(1M) manual page.

vxfsconvert Upgrades a no-longer supported disk layout version to a
supported version while the file system is not mounted.

See the vxfsconvert(1M) manual page.

Table 1-2 lists the supported disk layout versions.

Table 1-2 Supported disk layout versions
Version Supported features
Version 11 Version 11 supports the following features:

= Mounting of corrupted or inconsistent file system in read-write
mode

» Locality-aware allocation policies

= Multiple SmartlO cache areas and support for independent cache
areas for read and write-back caching of a file system

= Store file type as part of the directory entry

Version 12 Version 12 supports 128 node cluster on CFS
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Table 1-2 Supported disk layout versions (continued)
Version Supported features
Version 13 = Added support for WORM

» Clone creation performance improvement when extended file
attributes are used

Version 14 Supports SmartlO FEL-based caching
Version 15 s Performance enhancements in SELinux attribute storage and
retrieval

s Secure Clock support for WORM files

Currently, only versions 11, 12, 13, 14, and 15 can be created and mounted.
Versions 6, 7, 8, 9, and 10 can be mounted, but only for upgrading to a supported
version.

About Storage Foundation Cluster File System

(SFCFS)

Extends the VxFS file system for use with multiple systems (or nodes) in a cluster.
CFS enables you to simultaneously mount the same file system on multiple nodes.
CFS features simplify management, improve performance, and enable fast failover
of applications and databases.

About Veritas File System features supported in cluster file systems

Storage Foundation Cluster File System High Availability is based on Veritas File
System (VxFS).

Most of the major features of VxXFS local file systems are available on cluster file
systems, including the following features:

» Extent-based space management that maps files up to one terabyte in size

= Fastrecovery from system crashes using the intent log to track recent file system
metadata updates

= Online administration that allows file systems to be extended and defragmented
while they are in use

Every VxFS manual page has a section on "Storage Foundation Cluster File System
Issues" with information on whether the command functions on a cluster-mounted
file system and indicates any difference in behavior from local mounted file systems.
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Veritas File System features not in cluster file systems

See Table 1-3 on page 30.lists functionality that is not supported in a cluster file
system. You can attempt to use the listed functionality, but there is no guarantee
that the functionality will operate as intended.

It is not advisable to use unsupported functionality on SFCFSHA, or to alternate
mounting file systems with these options as local and cluster mounts.

Table 1-3 Veritas File System features not supported in cluster file systems

glog Quick log is not supported.

Swap files Swap files are not supported on cluster-mounted file
systems.

mknod The mknod command cannot be used to create

devices on a cluster mounted file system.

Cache advisories Cache advisories are set with the mount command
on individual file systems, but are not propagated to
other nodes of a cluster.

Cached Quick I/0 This Quick I/O for Databases feature that caches data
in the file system cache is not supported.

Commands that depend on file File access times may appear different across nodes

access times because the atime file attribute is not closely

synchronized in a cluster file system. So utilities that
depend on checking access times may not function
reliably.

About Veritas InfoScale Operations Manager

Veritas InfoScale Operations Manager provides a centralized management console
for Veritas InfoScale products. You can use Veritas InfoScale Operations Manager
to monitor, visualize, and manage storage resources and generate reports.

Veritas recommends using Veritas InfoScale Operations Manager to manage
Storage Foundation and Cluster Server environments.

You can download Veritas InfoScale Operations Manager from
https://sort.veritas.com/.

Refer to the Veritas InfoScale Operations Manager documentation for installation,
upgrade, and configuration instructions.

The Veritas Enterprise Administrator (VEA) console is no longer packaged with
Veritas InfoScale products. If you want to continue using VEA, a software version
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is available for download from
https://www.veritas.com/product/storage-management/infoscale-operations-manager.
Storage Foundation Management Server is deprecated.

Use cases for Storage Foundation

Storage Foundation components and features can be used individually and together
to improve performance, resilience, and ease of management for your storage and
applications. Storage Foundation features can be used for:

= Improving database performance: you can use Storage Foundation database
accelerators to improve I/O performance. SFHA Solutions database accelerators
achieve the speed of raw disk while retaining the management features and
convenience of a file system.

= Optimizing thin array usage: you can use Storage Foundation thin provisioning
and thin reclamation solutions to set up and maintain thin storage.

= Backing up and recovering data: you can use Storage Foundation Flashsnap,
Storage Checkpoints, and NetBackup point-in-time copy methods to back up
and recover your data.

» Processing data off-host: you can avoid performance loss to your production
hosts by using Storage Foundation volume snapshots.

= Optimizing test and development environments: you can optimize copies of your
production database for test, decision modeling, and development purposes
using Storage Foundation point-in-time copy methods.

= Optimizing virtual desktop environments: you can use Storage Foundation
FileSnap to optimize your virtual desktop environment.

= Maximizing storage utilization: you can use Storage Foundation SmartTier to
move data to storage tiers based on age, priority, and access rate criteria.

= Maximizing storage utilization: you can use Storage Foundation Flexible Storage
Sharing for data redundancy, high availability, and disaster recovery, without
physically shared storage.

= Migrating your data: you can use Storage Foundation Portable Data Containers
to easily and reliably migrate data from one environment to another.

For a supplemental guide that documents Storage Foundation use case solutions
using example scenarios: See the Veritas InfoScale Solutions Guide.
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How Dynamic
Multi-Pathing works

This chapter includes the following topics:
= How DMP works

= Veritas Volume Manager co-existence with Oracle Automatic Storage
Management disks

How DMP works

Dynamic Multi-Pathing (DMP) provides greater availability, reliability, and
performance by using the path failover feature and the load balancing feature.
These features are available for multiported disk arrays from various vendors.

Disk arrays can be connected to host systems through multiple paths. To detect
the various paths to a disk, DMP uses a mechanism that is specific to each
supported array. DMP can also differentiate between different enclosures of a
supported array that are connected to the same host system.

See “Discovering and configuring newly added disk devices” on page 185.

The multi-pathing policy that DMP uses depends on the characteristics of the disk
array.

DMP supports the following standard array types:
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Array type

Description

Active/Active (A/A)

Allows several paths to be used concurrently for
1/0O. Such arrays allow DMP to provide greater /O
throughput by balancing the 1/O load uniformly
across the multiple paths to the LUNs. In the event
that one path fails, DMP automatically routes 1/O
over the other available paths.

Asymmetric Active/Active (A/A-A)

A/A-A or Asymmetric Active/Active arrays can be
accessed through secondary storage paths with
little performance degradation. The behavior is
similar to ALUA, except that it does not support
the SCSI commands that an ALUA array supports.

Asymmetric Logical Unit Access (ALUA)

DMP supports all variants of ALUA.

Active/Passive (A/P)

Allows access to its LUNs (logical units; real disks
or virtual disks created using hardware) via the
primary (active) path on a single controller (also
known as an access port or a storage processor)
during normal operation.

In implicit failover mode (or autotrespass mode),
an A/P array automatically fails over by scheduling
1/0 to the secondary (passive) path on a separate
controller if the primary path fails. This passive port
is not used for I/O until the active port fails. In A/P
arrays, path failover can occur for a single LUN if
1/O fails on the primary path.

This array mode supports concurrent I/O and load
balancing by having multiple primary paths into a
controller. This functionality is provided by a
controller with multiple ports, or by the insertion of
a SAN switch between an array and a controller.
Failover to the secondary (passive) path occurs
only if all the active primary paths fail.
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Array type

Description

Active/Passive in explicit failover mode
or non-autotrespass mode (A/PF)

The appropriate command must be issued to the
array to make the LUNSs fail over to the secondary
path.

This array mode supports concurrent I/O and load
balancing by having multiple primary paths into a
controller. This functionality is provided by a
controller with multiple ports, or by the insertion of
a SAN switch between an array and a controller.
Failover to the secondary (passive) path occurs
only if all the active primary paths fail.

Active/Passive with LUN group failover
(A/PG)

For Active/Passive arrays with LUN group failover
(A/PG arrays), a group of LUNs that are connected
through a controller is treated as a single failover
entity. Unlike A/P arrays, failover occurs at the
controller level, and not for individual LUNs. The
primary controller and the secondary controller are
each connected to a separate group of LUNSs. If a
single LUN in the primary controller’'s LUN group
fails, all LUNs in that group fail over to the
secondary controller.

This array mode supports concurrent I/O and load
balancing by having multiple primary paths into a
controller. This functionality is provided by a
controller with multiple ports, or by the insertion of
a SAN switch between an array and a controller.
Failover to the secondary (passive) path occurs
only if all the active primary paths fail.

An array policy module (APM) may define array types to DMP in addition to the
standard types for the arrays that it supports.

Storage Foundation uses DMP metanodes (DMP nodes) to access disk devices

connected to the system. For each disk in a supported array, DMP maps one node
to the set of paths that are connected to the disk. Additionally, DMP associates the

appropriate multi-pathing policy for the disk array with the node.

For disks in an unsupported array, DMP maps a separate node to each path that

is connected to a disk. The raw and block devices for the nodes are created in the

directories /dev/vx/rdmp and /dev/vx/dmp respectively.

Figure 2-1 shows how DMP sets up a node for a disk in a supported disk array.
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Figure 21 How DMP represents multiple physical paths to a disk as one
node
VxVM
Host
$ Single DMP node
N

Mapped by DMP
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Multiple paths

T_l l_T Multiple paths
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DMP implements a disk device naming scheme that allows you to recognize to
which array a disk belongs.

Figure 2-2 shows an example where two paths, c1t99d0 and c2t99d0, exist to a

single disk in the enclosure, but VxVM uses the single DMP node, enco_0, to access

it.

Figure 2-2 Example of multi-pathing for a disk enclosure in a SAN
environment

Host
VxVM

Mapped i encO 0

Fibre Channel by DMP

SW|tches l/}' [\“ l//'
¢1t99d0 T—l l—TCZtQQdO

>  Diskis ¢1t99d0 or c2t99d0
depending on the path

Disk enclosure
enc0

See “About enclosure-based naming” on page 36.
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See “Changing the disk device naming scheme” on page 288.

See “Discovering and configuring newly added disk devices” on page 185.

Device discovery

Device discovery is the term used to describe the process of discovering the disks
that are attached to a host. This feature is important for DMP because it needs to
support a growing number of disk arrays from a number of vendors. In conjunction
with the ability to discover the devices attached to a host, the Device Discovery
service enables you to add support for new disk arrays. The Device Discovery uses
a facility called the Device Discovery Layer (DDL).

The DDL enables you to add support for new disk arrays without the need for a
reboot.

This means that you can dynamically add a new disk array to a host, and run a
command which scans the operating system’s device tree for all the attached disk
devices, and reconfigures DMP with the new device database.

About enclosure-based naming

Enclosure-based naming provides an alternative to operating system-based device
naming. This allows disk devices to be named for enclosures rather than for the
controllers through which they are accessed. In a Storage Area Network (SAN) that
uses Fibre Channel switches, information about disk location provided by the
operating system may not correctly indicate the physical location of the disks. For
example, c#t#d#s# naming assigns controller-based device names to disks in
separate enclosures that are connected to the same host controller. Enclosure-based
naming allows SF to access enclosures as separate physical entities. By configuring
redundant copies of your data on separate enclosures, you can safeguard against
failure of one or more enclosures.

Figure 2-3 shows a typical SAN environment where host controllers are connected
to multiple enclosures through a Fibre Channel switch.
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Figure 2-3 Example configuration for disk enclosures connected through a
Fibre Channel switch
Host
Fibre Channel
switch
Disk enclosures
enc0 enci enc2

In such a configuration, enclosure-based naming can be used to refer to each disk
within an enclosure. For example, the device names for the disks in enclosure enco
are named enc0_0, enc0_1, and so on. The main benefit of this scheme is that it
lets you quickly determine where a disk is physically located in a large SAN
configuration.

In most disk arrays, you can use hardware-based storage management to represent
several physical disks as one LUN to the operating system. In such cases, VxVM
also sees a single logical disk device rather than its component disks. For this
reason, when reference is made to a disk within an enclosure, this disk may be
either a physical disk or a LUN.

Another important benefit of enclosure-based naming is that it enables VxVM to
avoid placing redundant copies of data in the same enclosure. This is a good thing
to avoid as each enclosure can be considered to be a separate fault domain. For
example, if a mirrored volume were configured only on the disks in enclosure enci,
the failure of the cable between the switch and the enclosure would make the entire
volume unavailable.

If required, you can replace the default name that SF assigns to an enclosure with
one that is more meaningful to your configuration.
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Figure 2-4 shows a High Availability (HA) configuration where redundant-loop access
to storage is implemented by connecting independent controllers on the host to
separate switches with independent paths to the enclosures.

Figure 2-4 Example HA configuration using multiple switches to provide
redundant loop access

Host

Fibre Channel [q~
switches ||’

Disk enclosures

enc0 enci enc2

Such a configuration protects against the failure of one of the host controllers (c1
and c2), or of the cable between the host and one of the switches. In this example,
each disk is known by the same name to VxVM for all of the paths over which it
can be accessed. For example, the disk device enc0 0 represents a single disk for
which two different paths are known to the operating system, such as c1t99d0 and
€2t99d0.

See “Changing the disk device naming scheme” on page 288.

To take account of fault domains when configuring data redundancy, you can control
how mirrored volumes are laid out across enclosures.

How DMP monitors I/O on paths

In VXVM prior to release 5.0, DMP had one kernel daemon (errord) that performed
error processing, and another (restored) that performed path restoration activities.
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From release 5.0, DMP maintains a pool of kernel threads that are used to perform
such tasks as error processing, path restoration, statistics collection, and SCSI
request callbacks. The name restored has been retained for backward compatibility.

One kernel thread responds to I/O failures on a path by initiating a probe of the host
bus adapter (HBA) that corresponds to the path. Another thread then takes the
appropriate action according to the response from the HBA. The action taken can
be to retry the 1/O request on the path, or to fail the path and reschedule the I/O on
an alternate path.

The restore kernel task is woken periodically (by default, every 5 minutes) to check
the health of the paths, and to resume I/O on paths that have been restored. As
some paths may suffer from intermittent failure, /O is only resumed on a path if the
path has remained healthy for a given period of time (by default, 5 minutes). DMP
can be configured with different policies for checking the paths.

See “Configuring DMP path restoration policies” on page 246.

The statistics-gathering task records the start and end time of each I/O request,
and the number of I/O failures and retries on each path. DMP can be configured to
use this information to prevent the SCSI driver being flooded by I/O requests. This
feature is known as I/O throttling.

If an I/O request relates to a mirrored volume, VxVM specifies the FAILFAST flag.
In such cases, DMP does not retry failed 1/O requests on the path, and instead
marks the disks on that path as having failed.

See “Path failover mechanism” on page 39.

See “I/O throttling” on page 40.

Path failover mechanism

DMP enhances system availability when used with disk arrays having multiple
paths. In the event of the loss of a path to a disk array, DMP automatically selects
the next available path for 1/0 requests without intervention from the administrator.

DMP is also informed when a connection is repaired or restored, and when you
add or remove devices after the system has been fully booted (provided that the
operating system recognizes the devices correctly).

If required, the response of DMP to I/O failure on a path can be tuned for the paths
to individual arrays. DMP can be configured to time out an 1/O request either after
a given period of time has elapsed without the request succeeding, or after a given
number of retries on a path have failed.

See “Configuring the response to I/O failures” on page 241.
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Subpaths Failover Group (SFG)

A subpaths failover group (SFG) represents a group of paths which could fail and
restore together. When an 1/O error is encountered on a path in an SFG, DMP does
proactive path probing on the other paths of that SFG as well. This behavior adds
greatly to the performance of path failover thus improving 1/O performance. Currently
the criteria followed by DMP to form the subpaths failover groups is to bundle the
paths with the same endpoints from the host to the array into one logical storage
failover group.

See “Configuring Subpaths Failover Groups (SFG)” on page 244.

Low Impact Path Probing (LIPP)

The restore daemon in DMP keeps probing the LUN paths periodically. This behavior
helps DMP to keep the path states up-to-date even when no 1/O occurs on a path.
Low Impact Path Probing adds logic to the restore daemon to optimize the number
of the probes performed while the path status is being updated by the restore
daemon. This optimization is achieved with the help of the logical subpaths failover
groups. With LIPP logic in place, DMP probes only a limited number of paths within
a subpaths failover group (SFG), instead of probing all the paths in an SFG. Based
on these probe results, DMP determines the states of all the paths in that SFG.

See “Configuring Low Impact Path Probing (LIPP)” on page 244.

1/0 throttling

If I/O throttling is enabled, and the number of outstanding I/O requests builds up
on a path that has become less responsive, DMP can be configured to prevent new
I/0O requests being sent on the path either when the number of outstanding I/O
requests has reached a given value, or a given time has elapsed since the last
successful I/O request on the path. While throttling is applied to a path, the new 1/O
requests on that path are scheduled on other available paths. The throttling is
removed from the path if the HBA reports no error on the path, or if an outstanding
I/0O request on the path succeeds.

See “Configuring the /O throttling mechanism” on page 243.

Load balancing

By default, DMP uses the Minimum Queue I/O policy for load balancing across
paths for all array types. Load balancing maximizes I/O throughput by using the
total bandwidth of all available paths. I/O is sent down the path that has the minimum
outstanding 1/Os.

For Active/Passive (A/P) disk arrays, I/O is sent down the primary paths. If all of
the primary paths fail, I/O is switched over to the available secondary paths. As the
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continuous transfer of ownership of LUNs from one controller to another results in
severe |/O slowdown, load balancing across primary and secondary paths is not
performed for A/P disk arrays unless they support concurrent 1/O.

For other arrays, load balancing is performed across all the currently active paths.

You can change the I/O policy for the paths to an enclosure or disk array. This
operation is an online operation that does not impact the server or require any
downtime.

Disabling Sun Multipath 1O (MPxIO)

Plan for system downtime for the following procedure.

This procedure describes steps to migrate devices from MPxIO control to DMP.
The migration steps involve system downtime on a host due to the following:

= Need to stop applications

= Need to stop the VCS services if using VCS

= The procedure involves one or more host reboots

To take devices out of MPxIO control and enable DMP on the devices

1 Stop the applications that use MPxIO devices.

2 Unmount all the file systems that use MPxIO devices.

3 Disable MPxIO using the following command.

# stmsboot -d

Reboot the system.
Mount the file systems.

Restart the applications.

Dynamic Reconfiguration

Dynamic Reconfiguration (DR) is a feature that is available on some high-end
enterprise systems. It allows some components (such as CPUs, memory, and other
controllers or 1/0 boards) to be reconfigured while the system is still running. The
reconfigured component might be handling the disks controlled by VxVM.

See “About enabling and disabling 1/O for controllers and storage processors”
on page 204.
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DMP support for the ZFS root pool

Starting with the Solaris 11 update 1 release, DMP supports the ZFS root pool.
When you enable native device support for DMP, DMP migrates the ZFS root pool
to DMP control. You must reboot the system for the changes to take effect. After
the reboot, you can use the DMP devices to create mirrors, snapshots, or clones
of the root disks. You can also use raw DMP devices to create swap devices and
dump devices.

See “Managing DMP devices for the ZFS root pool ” on page 250.

About booting from DMP devices

When the root disk is placed under VxVM control, it is automatically accessed as
a DMP device with one path if it is a single disk, or with multiple paths if the disk is
part of a multiported disk array. By encapsulating and mirroring the root disk, system
reliability is enhanced against loss of one or more of the existing physical paths to
a disk.

The vxrootadm utility can be used to clone the encapsulated boot disk group to a
self-contained disk group specified by the user.

Note: The SAN bootable LUN must be controlled by DMP. PowerPath and MPxIO
control of SAN bootable LUNs is not supported.

DMP in a clustered environment

In a clustered environment where Active/Passive (A/P) type disk arrays are shared
by multiple hosts, all nodes in the cluster must access the disk through the same
physical storage controller port. Accessing a disk through multiple paths
simultaneously can severely degrade I/O performance (sometimes referred to as
the ping-pong effect). Path failover on a single cluster node is also coordinated
across the cluster so that all the nodes continue to share the same physical path.

Prior to release 4.1 of VxVM, the clustering and DMP features could not handle
automatic failback in A/P arrays when a path was restored, and did not support
failback for explicit failover mode arrays. Failback could only be implemented
manually by running the vxdctl enable command on each cluster node after the
path failure had been corrected. From release 4.1, failback is now an automatic
cluster-wide operation that is coordinated by the master node. Automatic failback
in explicit failover mode arrays is also handled by issuing the appropriate low-level
command.
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Note: Support for automatic failback of an A/P array requires that an appropriate
Array Support Library (ASL) is installed on the system. An Array Policy Module
(APM) may also be required.

See “About discovering disks and dynamically adding disk arrays” on page 187.

For Active/Active type disk arrays, any disk can be simultaneously accessed through
all available physical paths to it. In a clustered environment, the nodes do not need
to access a disk through the same physical path.

See “How to administer the Device Discovery Layer” on page 190.

See “Configuring Array Policy Modules” on page 248.

About enabling or disabling controllers with shared disk
groups

Prior to release 5.0, Veritas Volume Manager (VxVM) did not allow enabling or
disabling of paths or controllers connected to a disk that is part of a shared Veritas
Volume Manager disk group. From VxVM 5.0 onward, such operations are supported
on shared DMP nodes in a cluster.

Veritas Volume Manager co-existence with Oracle
Automatic Storage Management disks

Automatic Storage Management (ASM) disks are the disks used by Oracle Automatic
Storage Management software. Veritas Volume Manager (VxVM) co-exists with
Oracle ASM disks, by recognizing the disks as the type Oracle ASM. VxVM protects
ASM disks from any operations that may overwrite the disk. VxVM classifies and
displays the ASM disks as ASM format disks. You cannot initialize an ASM disk,
or perform any VxVM operations that may overwrite the disk.

If the disk is claimed as an ASM disk, disk initialization commands fail with an
appropriate failure message. The vxdisk init command and the vxdisksetup
command fail, even if the force option is specified. The vxprivutil command also
fails for disks under ASM control, to prevent any on-disk modification of the ASM
device.

If the target disk is under ASM control, any rootability operations that overwrite the
target disk fail. A message indicates that the disk is already in use as an ASM disk.
The rootability operations include operations to create a VM root image
(vxcp_lvmroot command) , create a VM root mirror (vxrootmir command), or
restore the LVM root image (vxres lvmroot command). The vxdestroy lvmroot
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command also fails for ASM disks, since the target disk is not under LVM control
as expected.

Disks that ASM accessed previously but that no longer belong to an ASM disk group
are called FORMER ASM disks. If you remove an ASM disk from ASM control,
VxVM labels the disk as a FORMER ASM disk. VxVM enforces the same restrictions
for FORMER ASM disks as for ASM disks, to enable ASM to reuse the disk in the
future. To use a FORMER ASM disk with VxXVM, you must clean the disk of ASM
information after you remove the disk from ASM control. If a disk initialization
command is issued on a FORMER ASM disk, the command fails. A message
indicates that the disk must be cleaned up before the disk can be initialized for use
with VxVM.

To remove a FORMER ASM disk from ASM control for use with VxVM

1 Clean the disk with the dd command to remove all ASM identification information
on it. For example:

dd if=/dev/zero of=/dev/rdsk/<wholedisk|partition> count=1 bs=1024

where wholedisk is a disk name in the format: cxtydz
where patrtition is a partition name in the format:cxtydzsn

2 Perform a disk scan:

# wvxdisk scandisks

To view the ASM disks
¢ You can use either of the following commands to display ASM disks:

The vxdisk 1list command displays the disk type as asm.

# vxdisk list

DEVICE TYPE DISK GROUP STATUS
Disk 0s2 auto:LVM - - LVM
Disk 1 auto:ASM - - ASM
EVA4K6K0 0 auto - - online
EVA4K6K0O 1 auto - - online

You
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To check if a particular disk is under ASM control

& Use the vxmediadisc utility to check if a particular disk is under ASM control.

# /etc/vx/diag.d/vxmediadisc 3pardatal_ 2798
3pardatal_2799 ACTIVE

Alternatively, use the utility to check if the disk is under control of any foreign
software like LVM or ASM:

# /etc/vx/bin/vxisforeign 3pardatal_2799
3pardatal_2799 ASM ACTIVE

# /etc/vx/bin/vxisforeign 3pardatal_2798
3pardata0_2798 ASM FORMER



How Veritas Volume
Manager works

This chapter includes the following topics:

How Veritas Volume Manager works with the operating system
How Veritas Volume Manager handles storage management
Volume layouts in Veritas Volume Manager

Online relayout

Volume resynchronization

Hot-relocation

Dirty region logging

Volume snapshots

FastResync

Volume sets

Configuration of volumes on SAN storage

How VxVM handles hardware clones or snapshots

How Veritas Volume Manager works with the
operating system

Veritas Volume Manager (VxVM) operates as a subsystem between your operating
system and your data management systems, such as file systems and database
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management systems. VxVM is tightly coupled with the operating system. Before
a disk or LUN can be brought under VxVM control, the disk must be accessible
through the operating system device interface. VxVM is layered on top of the
operating system interface services, and is dependent upon how the operating
system accesses physical disks.

VxVM is dependent upon the operating system for the following functionality:
= operating system (disk) devices

» device handles

= VXVM Dynamic Multi-Pathing (DMP) metadevice

VxVM relies on the following constantly-running daemons and kernel threads for
its operation:

vxconfigd The VxVM configuration daemon maintains disk and group
configurations and communicates configuration changes
to the kernel, and modifies configuration information stored
on disks.

See the vxconfigd(1m) manual page.

vxiod VxVM 1/O kernel threads provide extended I/O operations
without blocking calling processes. By default, 16 /0
threads are started at boot time, and at least one 1/O thread
must continue to run at all times.

See the vxiod(1m) manual page.

vxrelocd The hot-relocation daemon monitors VxVM for events that
affect redundancy, and performs hot-relocation to restore
redundancy. If thin provision disks are configured in the
system, then the storage space of a deleted volume is
reclaimed by this daemon as configured by the policy.

See the vxrelocd(1m) manual page.

How data is stored

Several methods are used to store data on physical disks. These methods organize
data on the disk so the data can be stored and retrieved efficiently. The basic method
of disk organization is called formatting. Formatting prepares the hard disk so that
files can be written to and retrieved from the disk by using a prearranged storage
pattern.

Two methods are used to store information on formatted hard disks: physical-storage
layout and logical-storage layout. VXVM uses the logical-storage layout method.
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See “How Veritas Volume Manager handles storage management” on page 48.

How Veritas Volume Manager handles storage

management

Veritas Volume Manager (VxVM) uses the following types of objects to handle
storage management:

Physical objects

Virtual objects

Physical objects

Physical disks, LUNs (virtual disks implemented in hardware), or
other hardware with block and raw operating system device
interfaces that are used to store data.

See “Physical objects” on page 48.

When one or more physical disks are brought under the control of
VxVM, it creates virtual objects called volumes on those physical
disks. Each volume records and retrieves data from one or more
physical disks. Volumes are accessed by file systems, databases,
or other applications in the same way that physical disks are
accessed. Volumes are also composed of other virtual objects
(plexes and subdisks) that are used in changing the volume
configuration. Volumes and their virtual components are called
virtual objects or VxVM objects.

See “Virtual objects” on page 50.

A physical disk is the basic storage device (media) where the data is ultimately
stored. You can access the data on a physical disk by using a device name to locate
the disk. The physical disk device name varies with the computer system you use.
Not all parameters are used on all systems.

Typical device names are of the form c#t#d#s#, where c# specifies the controller,
t# specifies the target ID, d# specifies the disk, and s# specifies the partition or

slice.

For example, device name c0t0d0s2 is the entire hard disk connected to controller
number 0 in the system, with a target ID of 0, and a physical disk number o.

Figure 3-1 shows how a physical disk and device name (devname) are illustrated
in the Veritas Volume Manager (VxVM) documentation.
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Figure 3-1 Physical disk example

VxVM writes identification information on physical disks under VxVM control (VM
disks). VxVM disks can be identified even after physical disk disconnection or
system outages. VxVM can then re-form disk groups and logical objects to provide
failure detection and to speed system recovery.

About disk partitions

Figure 3-2 shows how a physical disk can be divided into one or more slices, also
known as partitions.

Figure 3-2 Slice example

Physical disk with several slices Slice

devnames0
devnames

devnamesO|

The slice number is added at the end of the devname, and is denoted by s#. Note
that slice s2 refers to an entire physical disk for disks that are not Extensible
Firmware Interface (EFI) disks.

Disk arrays

Performing 1/O to disks is a relatively slow process because disks are physical
devices that require time to move the heads to the correct position on the disk
before reading or writing. If all of the read or write operations are done to individual
disks, one at a time, the read-write time can become unmanageable. Performing
these operations on multiple disks can help to reduce this problem.

A disk array is a collection of physical disks that VxVM can represent to the operating
system as one or more virtual disks or volumes. The volumes created by VxVM
look and act to the operating system like physical disks. Applications that interact
with volumes should work in the same way as with physical disks.
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Figure 3-3 shows how VxVM represents the disks in a disk array as several volumes
to the operating system.

Figure 3-3 How VxVM presents the disks in a disk array as volumes to the
operating system

< Operating system>

Veritas Volume Manager I

Volumes

Physical disks
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Data can be spread across several disks within an array, or across disks spanning
multiple arrays, to distribute or balance I/O operations across the disks. Using
parallel I/O across multiple disks in this way improves I/O performance by increasing
data transfer speed and overall throughput for the array.

Virtual objects

Veritas Volume Manager (VxVM) uses multiple virtualization layers to provide distinct
functionality and reduce physical limitations. The connection between physical
objects and VxVM objects is made when you place a physical disk under VxVM
control.

Table 3-1 describes the virtual objects in VxVM.
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Table 3-1 VxVM virtual objects
Virtual object Description
Disk groups A disk group is a collection of disks that share a common

configuration and which are managed by VxVM. A disk group
configuration is a set of records with detailed information about
related VxVM objects, their attributes, and their connections. A disk
group name can be up to 29 characters long. Disk group names
must not contain periods (.).

VxVM disks A VxVM disk is assigned to a physical disk, when you place the
physical disk under VxVM control. A VxVM disk is usually in a disk
group. VxVM allocates storage from a contiguous area of VxVM
disk space.

Each VxVM disk corresponds to at least one physical disk or disk
partition.

A VxVM disk typically includes a public region (allocated storage)
and a small private region where VxVM internal configuration
information is stored.

Subdisks A subdisk is a set of contiguous disk blocks. A block is a unit of
space on the disk. VxVM allocates disk space using subdisks. A
VxVM disk can be divided into one or more subdisks. Each subdisk
represents a specific portion of a VxVM disk, which is mapped to
a specific region of a physical disk.

Plexes A plex consists of one or more subdisks located on one or more
physical disks.

Volumes A volume is a virtual disk device that appears to applications,
databases, and file systems like a physical disk device, but does
not have the physical limitations of a physical disk device. A volume
consists of one or more plexes, each holding a copy of the selected
data in the volume. Due to its virtual nature, a volume is not
restricted to a particular disk or a specific area of a disk. The
configuration of a volume can be changed by using VxVM user
interfaces. Configuration changes can be accomplished without
causing disruption to applications or file systems that are using the
volume. For example, a volume can be mirrored on separate disks
or moved to use different disk storage.

After installing VxVM on a host system, you must bring the contents of physical
disks under VxVM control by collecting the VxVM disks into disk groups and
allocating the disk group space to create logical volumes.
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Bringing the contents of physical disks under VxVM control is accomplished only
if VXVM takes control of the physical disks and the disk is not under control of
another storage manager such as Sun Microsystems Solaris Volume Manager
software.

For more information on how Solaris Volume Manager and VxVM disks co-exist or
how to convert LVM disks to VxVM disks, see the Storage Foundation and High
Availability Solutions Solutions Guide.

VxVM creates virtual objects and makes logical connections between the objects.
The virtual objects are then used by VxVM to do storage management tasks.

The vxprint command displays detailed information about the VxVM objects that
exist on a system.

See the vxprint(1M) manual page.

Combining virtual objects in Veritas Volume Manager

Veritas Volume Manager (VxVM) virtual objects are combined to build volumes.
The virtual objects contained in volumes are VxVM disks, disk groups, subdisks,
and plexes. VxVM virtual objects are organized in the following ways:

= VXVM disks are grouped into disk groups

= Subdisks (each representing a specific region of a disk) are combined to form
plexes

= Volumes are composed of one or more plexes

Figure 3-4 shows the connections between VxVM virtual objects and how they
relate to physical disks.
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Figure 3-4 Connection between objects in VxVM
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The disk group contains three VxVM disks which are used to create two volumes.
Volume vo101 is simple and has a single plex. Volume vo102 is a mirrored volume
with two plexes.

The various types of virtual objects (disk groups, VM disks, subdisks, plexes, and
volumes) are described in the following sections. Other types of objects exist in
Veritas Volume Manager, such as data change objects (DCOs), and volume sets,
to provide extended functionality.

About the configuration daemon in Veritas Volume Manager

The Veritas Volume Manager (VxVM) configuration daemon (vxconfigd) provides
the interface between VxVM commands and the kernel device drivers. vxconfigd
handles configuration change requests from VxVM utilities, communicates the
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change requests to the VxVM kernel, and modifies configuration information stored
on disk. vxconfigd also initializes VXVM when the system is booted.

The vxdctl command is the command-line interface to the vxconfigd daemon.
You can use vxdctl to:

= Control the operation of the vxconfigd daemon.

= Change the system-wide definition of the default disk group.

In VxVM 4.0 and later releases, disk access records are no longer stored in the
/etc/vx/volboot file. Non-persistent disk access records are created by scanning
the disks at system startup. Persistent disk access records for simple and nopriv
disks are permanently stored in the /etc/vx/darecs file in the root file system.
The vxconfigd daemon reads the contents of this file to locate the disks and the
configuration databases for their disk groups.

The /etc/vx/darecs file is also used to store definitions of foreign devices that
are not autoconfigurable. Such entries may be added by using the vxddiladm
addforeign command.

See the vxddladm(1M) manual page.

If your system is configured to use Dynamic Multi-Pathing (DMP), you can also use
vxdctl to:

= Reconfigure the DMP database to include disk devices newly attached to, or
removed from the system.

» Create DMP device nodes in the /dev/vx/dmp and /dev/vx/rdmp directories.

= Update the DMP database with changes in path type for active/passive disk
arrays. Use the utilities provided by the disk-array vendor to change the path
type between primary and secondary.

See the vxdct1(1M) manual page.

Multiple paths to disk arrays

Some disk arrays provide multiple ports to access their disk devices. These ports,
coupled with the host bus adaptor (HBA) controller and any data bus or I/O processor
local to the array, make up multiple hardware paths to access the disk devices.
Such disk arrays are called multipathed disk arrays. This type of disk array can be
connected to host systems in many different configurations, (such as multiple ports
connected to different controllers on a single host, chaining of the ports through a
single controller on a host, or ports connected to different hosts simultaneously).

See “How DMP works” on page 32.
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Volume layouts in Veritas Volume Manager

A Veritas Volume Manager (VxVM) virtual device is defined by a volume. A volume
has a layout defined by the association of a volume to one or more plexes, each
of which map to one or more subdisks. The volume presents a virtual device interface
that is exposed to other applications for data access. These logical building blocks
re-map the volume address space through which 1/O is re-directed at run-time.

Different volume layouts provide different levels of availability and performance. A
volume layout can be configured and changed to provide the desired level of service.

Non-layered volumes

In a non-layered volume, a subdisk maps directly to a VxVM disk. This allows the
subdisk to define a contiguous extent of storage space backed by the public region
of a VxVM disk. When active, the VxVM disk is directly associated with an underlying
physical disk. The combination of a volume layout and the physical disks therefore
determines the storage service available from a given virtual device.

Layered volumes

A layered volume is constructed by mapping its subdisks to underlying volumes.
The subdisks in the underlying volumes must map to VxVM disks, and hence to
attached physical storage.

Layered volumes allow for more combinations of logical compositions, some of
which may be desirable for configuring a virtual device. For example, layered
