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1.1 Technical Support

Technical Support maintains support centers globally. All support services will be delivered in accordance with your
support agreement and the then-current enterprise technical support policies. For information about our support offer-
ings and how to contact Technical Support, visit our website:

https://www.veritas.com/support
You can manage your Veritas account information at the following URL:
https://my.veritas.com

If you have questions regarding an existing support agreement, please email the support agreement administration
team for your region as follows:

Worldwide (except Japan) CustomerCare @veritas.com
Japan Customer Care_Japan@veritas.com
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1.2 Documentation

Make sure that you have the current version of the documentation. Each document displays the date of the last update
on the cover page. The latest documentation is available on the Veritas website:

https://sort.veritas.com/documents

1.2. Documentation
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1.3 Documentation feedback

Your feedback is important to us. Suggest improvements or report errors or omissions to the documentation. Include
the document title, document version, chapter title, and section title of the text on which you are reporting. Send
feedback to:

doc.feedback @veritas.com
You can also see documentation information or ask a question on the Veritas community site:

http://www.veritas.com/community/
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1.4 Veritas Services and Operations Readiness Tools (SORT)

Veritas Services and Operations Readiness Tools (SORT) is a website that provides information and tools to automate
and simplify certain time-consuming administrative tasks. Depending on the product, SORT helps you prepare for
installations and upgrades, identify risks in your datacenters, and improve operational efficiency. To see what services
and tools SORT provides for your product, see the data sheet:

https://sort.veritas.com/data/support/SORT_Data_Sheet.pdf

1.4. Veritas Services and Operations Readiness Tools (SORT) 5
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Introduction

2.1 Veritas Access CLI command conventions

This document uses the following conventions when describing commands that are used in the Veritas Access CLI,
also sometimes referred to as the CLISH.

2.1.1 Command conventions

* Brackets [] indicate that the enclosed component of the command line is optional.

* Curly braces {} indicate an association between the enclosed options. For example, {optl [opt2 ...optn]} means
that if the command contains optl, then the command may optionally contain opt2 ...optn.

* A vertical bar (or the pipe symbol) | separates optional arguments from which you can choose. For example, if
a command has the following format, you can choose argl or arg2 (but not both):

command [argl | arg2 ]

* [talics indicate that the information is user supplied. For example, the user supplies the pool name, disk, and if
the storage pool is isolated or not in the following command:

Storage> pool create pool_name diskl [, disk2...] {isolated=[yes|no]}

e An ellipsis (...) means that you can repeat the previous parameter. For example, consider the following com-
mand:

Storage> pool adddisk pool_name diskl [, disk2,...]
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2.2 About accessing the online man pages

You access the online man pages by typing man name_of_command at the command line.
The example shows the result of entering the History> man command.

NAME history - display command history

SYNOPSIS history [username] [number_of lines)

DESCRIPTION The history command displays the commands executed by the user in the following format: <time
stamp> <status> <message> <command>

<time stamp> : MM-DD-YYYY HH:MM

<status> : Success | Error | Warning

<message> : Description of the command.
<command> : Actual command executed by the user

You can also type a question mark (?) at the prompt for a list of all the commands that are available for the command
mode that you are in. For example, if you are within the Admin mode, if you type a question mark (?), you see a list
of the available commands for the Admin mode.

ACCESS> admin ?
Entering admin mode...
ACCESS.Admin>

exit —-— Return to the previous menus
logout —-— Logout of the current CLI session
man —— Display on-line reference manuals
passwd —— Change the administrator password
show —— Show the administrator details
supportuser —- Enable or disable the support user
user —— Add or delete an administrator

To exit the command mode, enter the following command: exit To exit the system console, enter the following
command: 1ogout.

8 Chapter 2. Introduction




Admin Commands

3.1 admin

3.1.1 SYNOPSIS

show [username]

passwd [username]

supportuser disable

supportuser enable

supportuser password

supportuser status

user add username system-adminlstorage-adminlmaster

user delete username

3.1.2 DESCRIPTION

These admin commands are used to display a list of administrators, to add or delete an administrator, and to change
the password of an administrator. An administrator can be a Master, System Administrator,ora Storage
Administrator. A Master Administrator has all the permissions. Only the Master Administrator can add or
delete other administrators.

3.1.3 OPTIONS

show [username] Show the administrator details of the given username.

passwd [username] Change the password of the given username. Only the Master Administrator can
change the password of other administrators.

supportuser disable Disallow non-local logins to support user. Only the Master Adminis-
trator can disable the support user. By default, support user is enabled after installation of
Veritas Access.




Veritas Access Command Reference Guide Documentation, Release 7.3.1

supportuser enable Allow support user to login from anywhere. Only the Master Adminis-

trator can enable the support user.

supportuser password Change the password of the support user. Only the Master Adminis-

trator can change the password of the support user.

supportuser status Show the status (either enable or disable) of the support user. Only the

Master Administrator can see the status of the support user.

user add username system-adminlstorage-adminlmaster Add a new administrator with the given

username and privileges.

user delete username Delete an administrator with the given username.

3.1.4 EXAMPLES

Display all the administrators on the current system.

Admin> show
List of Users

master

Display the details of the administrator with username master.

Admin> show master
Username : master
Privileges : Master

Disable the support user.

Admin> supportuser disable
Disabling support user.
support user disabled.

Enable the support user.

Admin> supportuser enable
Enabling support user.
support user enabled.

Display the status of the support user.

Admin> supportuser status
support user status : Enabled

3.1.5 SEE ALSO

user(1), passwd(1), show(1)

10
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3.2 passwd

3.2.1 SYNOPSIS

passwd [username]

3.2.2 DESCRIPTION

The admin passwd command is used to change the user’s password. Only the Master administrator can change the
password of the other administrators. Note: The system does not ask for the old password.

3.2.3 OPTIONS

username Change the password of the specified user. If username is not specified, the password of the
currently logged-in user is changed.

3.2.4 EXAMPLES

Change the password of the currently logged-in user.

’Admin> passwd

Change the password of the master user.

’Admin> passwd master

3.2.5 SEE ALSO

show(1), user(1)

3.2. passwd 11
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3.3 show

3.3.1 SYNOPSIS

show [username]

3.3.2 DESCRIPTION

The admin show command displays the user information that includes the user name and privileges.

3.3.3 OPTIONS

username Show details of the specified user. If the username is not specified, the command displays a

list of all of the users.

3.3.4 EXAMPLES

Display all the administrators on the current system.

Admin> show
List of Users

master

Display the details of the administrator with username master.

Admin> show master
Username : master
Privileges : Master

3.3.5 SEE ALSO

user(1), passwd(1)

12
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3.4 supportuser

3.4.1 SYNOPSIS

supportuser disable
supportuser enable
supportuser password

supportuser status

3.4.2 DESCRIPTION

The supportuser commands disable, enable, and show the status of the support user. The commands are also

used to change the password of the support user.

3.4.3 OPTIONS

supportuser disable Disable remote logins to support user. Only the Master Administrator
can disable the support user. By default, the support user is enabled after installation of Veritas
Access.

supportuser enable Allow the support user to login from anywhere. Only the Master Ad-
ministrator can enable the support user.

supportuser password Change the password of the support user. Only the Master Adminis-
trator can change the password of the support user.

supportuser status Show the status (either enable or disable) of the support user. Only the
Master Administrator can see the status of the support user.

3.4.4 EXAMPLES

Disable the support user.

Admin> supportuser disable
Disabling support user.
support user disabled.

Enable the support user.

Admin> supportuser enable
Enabling support user.
support user enabled.

Display the status of the support user.

Admin> supportuser status
support user status : Enabled

3.4.5 SEE ALSO

user(1), passwd(1), show(1)

3.4. supportuser
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3.5 user

3.5.1 SYNOPSIS

user add username system-adminlstorage-adminlmaster

user delete username

3.5.2 DESCRIPTION

The admin user commands add or delete a user. A user can be a Master user who has all of the permissions,
including adding and deleting users. By default, the password of the new user is the same as the username. A Storage
Administrator has access to only storage commands and is responsible for upgrading the cluster and applying the
patches. A System Administrator is responsible for configuring the NFS server and exporting the file system, adding
or deleting new nodes to the cluster, and configuring other network parameters like DNS, NIS, and so on.

3.5.3 OPTIONS

user add username system-adminlstorage-adminlmaster Add a user with specific privileges.

user delete username Delete the specified user from the current system.

3.5.4 EXAMPLES

Add a Master with username masterl.

’Admin> user add masterl Master

Adda System Administrator with username admin.

’Admin> user add admin System-admin

Delete a user with username admin.

’Admin> user delete admin

3.5.5 SEE ALSO

show(1)
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4.1 backup

4.1.1 SYNOPSIS

netbackup
netbackup
netbackup
netbackup
netbackup
netbackup
netbackup
netbackup
netbackup
netbackup

netbackup

master—server server

emm—server server

media-server add server

media—-server

delete server

sanclient enable|disable

exclude_list
exclude_list
exclude_list
include_list
include_list

include_1list

install version [url]

uninstall

virtual-ip ipaddr [device]

virtual—-name name

show

status

start [nodename]

stop

show [policy] [schedule]

add pattern [policy] [schedule]
delete pattern [policy] [schedule]
show [policy] [schedule]

add pattern [policy] [schedule]

delete pattern [policy] [schedule]

Backup Commands

15
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4.1.2 DESCRIPTION

The backup commands configure the built-in NetBackup client software.

4.1.3 NetBackup Client

Each node in the cluster includes built-in NetBackup client software of version 7.7 for users with the NetBackup data
protection suite. The NetBackup Master Server and NetBackup Media Server should be 7.7 or higher.

NetBackup installed on the cluster nodes works as a NetBackup standard client to perform IP-based backups and a
NetBackup SAN client to perform SAN-based backups of file systems.

The backup netbackup commands configure the local NetBackup installation to work with an external NetBackup
Master Server.

The backup virtual—-name command configures a NetBackup installation on the cluster nodes to use name as its
hostname.

The backup netbackup master-server, netbackup emm-server, and netbackup media-server
commands configure the NetBackup client to work with the given NetBackup installation.

The backup virtual-ip command configures the built-in NetBackup Client installation to use ipaddr as its virtual
IP address and device as the network interface for the virtual ip.

The backup install command installs a one higher or one lower supported version of the Netbackup client.
The backup uninstall command uninstalls the currently installed version of the Netbackup Client.

Note: The NetBackup SAN client should only be enabled if the required licenses are installed on the NetBackup
Master Server. If the required licenses for the NetBackup SAN client are not available on the NetBackup Master
Server, then the backup service fails to start. If you do not have the required license for the NetBackup SAN client,
then you must disable the SAN client using netbackup sanclient disable. Otherwise, the backup service
fails to start.

The built-in NetBackup client software also supports snapshot-based backups. To use snapshot-based backups with
the built-in NetBackup client, use snapshot type as VxFS_Checkpoint in the NetBackup policy configuration.

4.1.4 OPTIONS

server Hostname of the server to use as the NetBackup Master Server, EMM Server, or Media Server.
Make sure that server can be resolved through DNS and its IP address can be resolved back to server
through the DNS reverse lookup.

ipaddr Virtual IP address to be used by the NetBackup installation on Veritas Access nodes. Make sure
that ipaddr can be resolved back to the hostname configured through the backup virtual-name
command for proper functioning of NetBackup.

name Hostname to be used by a NetBackup installation on the Veritas Access nodes. Make sure that
name can be resolved through DNS and its IP address can be resolved back to name through a DNS
reverse lookup. Also make sure that name resolves to the IP address configured through the backup
virtual-ip command.

version Netbackup client version to be installed. Netbackup versions 7.7 and 7.6 are currently supported.

url URL specifying the location of the Netbackup client to be installed. Currently, supported protocols
are http, ftp, and scp.

16 Chapter 4. Backup Commands
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virtual-ip ipaddr [device] Configure the NetBackup installation on the Veritas Access nodes to use
ipaddr as its highly available virtual IP address and device as the network interface for the virtual IP
address.

To remove the virtual IP address configured for backup, use “-” for ipaddr. Like, “virtual-ip -”.

A network mask can be provided with the IP address as the prefix length for the ipaddr. For example, virtual-ip
10.209.107.151/22.

IPv6 addresses can be specified as “virtual-ip fec0::20c:29ff:fe8e:2203/64”.

virtual-name name Configure a NetBackup installation on Veritas Access nodes to use name as its
hostname. Make sure that name resolves to the IP address that is configured using the virtual-ip
command.

netbackup master-server server Configure the hostname of the NetBackup Master Server name
to be used by the built-in NetBackup client installation. This setting is mandatory, if the NetBackup
client software needs to be used. Make sure that the server hostname can be resolved through DNS,
and its IP address can be resolved back to server hostname through the DNS reverse lookup.

netbackup emm-server server Configure an external NetBackup EMM Server name to be used by
the NetBackup installation on the Veritas Access nodes. This setting is mandatory, if the NetBackup
client software needs to be used. Make sure that the server hostname can be resolved through DNS,
and its IP address can be resolved back to server hostname through the DNS reverse lookup.

netbackup media-server addserver Add an external NetBackup Media Server name to be used
by the NetBackup installation on the Veritas Access nodes. This setting is optional, since if the
Media Server name is not added, the local NetBackup client installation uses the NetBackup Master
Server as the NetBackup Media Server. Make sure that the server hostname can be resolved through
DNS, and its IP address can be resolved back to server hostname through the DNS reverse lookup.

.nf netbackup media-server delete server .fi Delete an already configured NetBackup Media
Server name.

netbackup sanclient enable|disable Enable or disable the NetBackup SAN client. The
NetBackup SAN client should only be enabled if the required licenses are installed on the Net-
Backup Master Server. If the required licenses for the NetBackup SAN client are not available on
the NetBackup Master Server, then the backup service fails to start.

netbackup exclude_list show [policy] [schedule] Show the entries in the exclude list entries.
Exclude entries can also be explicitly listed for a specific policy by using the policy attribute. If
schedule is specified, then the exclude list entries for the policy specified in policy and schedule
schedule are shown.

netbackup exclude_list add pattern [policy] [schedule] Add the given pattern to the list of
files to be excluded. File names matching pattern are excluded from backups. If policy, then the
pattern is only applicable for backups of the specific policy.

netbackup exclude_list delete pattern [policy] [schedule] Delete the given pattern from the
list of patterns to be excluded.

netbackup include_list show [policy] [schedule] Show the entries in the include list entries.
Include entries can also be explicitly listed for a specific policy by using the policy attribute. If
schedule is specified, then include list entries for the policy specified in policy and schedule schedule
are shown.

netbackup include_list add pattern [policy] [schedule] Add the given pattern to the list of
files to be included. File names matching pattern are always included in backups. If policy, then the
pattern is only applicable for backups of the specific policy.

4.1.

backup

17



Veritas Access Command Reference Guide Documentation, Release 7.3.1

netbackup include_list delete pattern [policy] [schedule] Delete the given pattern from the
list of patterns to be included.

install version [url] The backup install command installs a one higher or one lower supported
version of the NetBackup client.

uninstall The backup uninstall command uninstalls the currently installed version of the Net-
Backup client.

show This command shows the configured settings.
status Display the status of the current backup activities.
start [nodename] Start processes that handle backup and restore. Also online a virtual IP address.

stop Stop processes that handle backup and restore. Also offline a virtual IP address.

4.1.5 EXAMPLES

Add an external NetBackup Master Server.

Backup> netbackup master-server nbumaster.veritas.com
Success.

Add an external NetBack EMM Server name (which can be the same as the NetBackup Master Server).

Backup> netbackup emm-server nbumaster.veritas.com
Success.

Add an external NetBackup Media Server name (if the NetBackup Media Server is not co-located with the NetBackup
Master Server).

Backup> netbackup media-server add nbumedia.veritas.com
Success.

Delete an already added external Media Server name.

Backup> netbackup media-server delete nbumedia.veritas.com
Success.

Configure or change the virtual IP address and network interface of the NetBackup client on the Veritas Access nodes.

Backup> virtual-ip 10.10.10.10 pubethl
Success.

Enable the NetBackup SAN client.

Backup> netbackup sanclient enable
Success.

Configure or change the hostname of the NetBackup installation on the Veritas Access nodes.

Backup> virtual-name nbuclient.veritas.com
Success.

Install Netbackup Client 7.7 using a Netbackup client tar with SCP.

18 Chapter 4. Backup Commands




Veritas Access Command Reference Guide Documentation, Release 7.3.1

Backup> install 7.7 scp://root@10.209.106.59:/home/NetBackup_7.7.3_CLIENTS2.tar.gz
Copying from scp://root@10.209.106.59:/home/NetBackup_7.7.3_CLIENTS2.tar.gz
Password:
Copying from scp://root@10.209.106.59:/home/NetBackup_7.7.3_CLIENTS2.tar.gz completed
100% [#] NBU Client Installation completed

Install NetBackup client 7.7 using a NetBackup client tar with FTP.

Backup> install 7.7 ftp://ftp@10.209.106.59:/NetBackup_7.7.3_CLIENTS2.tar.gz
Copying from ftp://ftp@10.209.106.59:/NetBackup_7.7.3_CLIENTS2.tar.gz
Password:
Copying from ftp://ftpR10.209.106.59:/NetBackup_7.7.3_CLIENTS2.tar.gz completed
100% [#] NBU Client Installation completed

Install NetBackup client 7.7 using a NetBackup client tar with HTTP.

Backup> install 7.7 http://root@172.16.0.3:/NetBackup_7.7.3_CLIENTS2.tar.gz
Copying from http://root@172.16.0.3:/NetBackup_7.7.3_CLIENTS2.tar.gz
Enter password for user 'root':
Copying from http://root@172.16.0.3:/NetBackup_7.7.3_CLIENTS2.tar.gz completed
100% [#] NBU Client Installation completed

Uninstall the currently installed NetBackup client.

Backup> uninstall
100% [#] NBU Client uninstallation completed

Show the configured settings.

Backup> show

Virtual Name: nbuclient.veritas.com
Virtual IP: 10.10.10.10/24
NetBackup Master Server: nbumaster.veritas.com
NetBackup EMM Server: nbumaster.veritas.com
NetBackup Media Server(s): not configured

Bakcup Device: pubethl

Display the status when no backup jobs are running.

Backup> status

Virtual IP state :up

Backup service online node : node_01
NetBackup Client state : running
NetBackup SAN Client state : running

No backup/restore jobs running.

Display the status when backup jobs are running that involve file systems using the NetBackup client.

Backup> status

Virtual IP state :oup

Backup service online node : node_01
NetBackup Client state : working
NetBackup SAN Client state : running

Some filesystems are busy in backup/restore jobs by NetBackup Client
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Start processes that handle backup and restore.

Backup> start
NetBackup Client started successfully.
Success.

Stop processes that handle backup and restore when backup jobs are running.

Backup> stop
ACCESS backup ERROR V-288-0 Cannot stop, some backup jobs are running.

4.1.6 SEE ALSO

netbackup(1), virtual-ip(1), virtual-name(1), show(1), status(1), start(1), stop(1), install(1), uninstall (1)
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4.2 install

4.2.1 SYNOPSIS

install version [url]

4.2.2 DESCRIPTION

The backup install command installs a one higher or one lower supported version of the NetBackup client. Each
node in the cluster includes built-in NetBackup client software of version 8.0 for users with the NetBackup data
protection suite.

4.2.3 OPTIONS

version NetBackup client version to be installed. NetBackup versions 8.0 and 7.7 are currently supported.

url URL specifying the location of the NetBackup client to be installed. Currently, supported protocols
are http, ftp, and scp.

4.2.4 EXAMPLES

Install the NetBackup client 7.7 using a NetBackup client tar with SCP.

Backup> install 7.7 scp://root@10.209.106.59:
/home/NetBackup_7.7.1_CLIENTS2.tar.gz

Copying from scp://root@10.209.106.59:/home/NetBackup_7.7.1_CLIENTS2.tar.gz

Password:

Copying from scp://root@10.209.106.59:/home/NetBackup_7.7.1_CLIENTS2.tar.gz completed
100% [#] NBU Client Installation completed

4.2.5 SEE ALSO

backup(1), netbackup(1), virtual-ip(1), virtual-name(1), show(1), status(1), stop(1), install(1), uninstall(1)
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4.3 netbackup

4.3.1 SYNOPSIS

netbackup master-server set server

netbackup master-server reset

netbackup emm-server set server

netbackup emm-server reset

netbackup media-server add server

netbackup media-server delete server

netbackup sanclient enable|disable

netbackup exclude_list show [policy] [schedule]
netbackup exclude_list add pattern [policy] [schedule]
netbackup exclude_list delete pattern [policy] [schedule]
netbackup include_list show [policy] [schedule]
netbackup include_list add pattern [policy] [schedule]

netbackup include_list delete pattern [policy] [schedule]

4.3.2 DESCRIPTION

Each node in the cluster includes built-in NetBackup client software of version 7.7 for users with the NetBackup data
protection suite. The NetBackup Master server and NetBackup Media Server should be 7.7 or higher. See the fIVeritas
Access Installation GuidefP for the supported NetBackup versions.

NetBackup installed on the cluster nodes works as a NetBackup standard client to perform IP-based backups. The
NetBackup SAN client performs SAN-based backups of file systems.

The backup netbackup commands configure the local NetBackup installation with an external NetBackup Master
Server.

The backup virtual-name command configures a NetBackup installation on cluster nodes to use name as its
hostname.

The backup netbackup master-server, netbackup emm-server, and netbackup media-server
configures the NetBackup client to work with the given NetBackup installation.

The backup virtual-ip command configures the built-in NetBackup client to use ipaddr as its virtual IP address
and device as the network interface for the virtual IP.

Note: The NetBackup SAN client should only be enabled if the required licenses are installed on the NetBackup
Master Server. If the required licenses for the NetBackup SAN client are not available on the NetBackup Master
Server, then the backup service fails to start. If you do not have the required license for the NetBackup SAN client,
then you must disable the SAN client using netbackup sanclient disable. Otherwise, the backup service
fails to start.

The built-in NetBackup client software also supports snapshot-based backups. To use snapshot-based backups with
the built-in NetBackup client, use snapshot type as VxFS_Checkpoint in the NetBackup policy configuration.
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4.3.3 OPTIONS

server Hostname of the server to use as the NetBackup Master Server, EMM Server, or Media Server.
Make sure that server can be resolved through DNS and its IP address can be resolved back to server
through the DNS reverse lookup.

netbackup master-server set server Configure the hostname of the NetBackup Master Server
name to be used by the built-in NetBackup client installation. This setting is mandatory if the
NetBackup client software needs to be used. Make sure that the server hostname can be resolved
through DNS, and its IP address can be resolved back to server hostname through the DNS reverse
lookup.

netbackup emm-server set server Configure an external NetBackup EMM Server name to be
used by the NetBackup installation on the Veritas Access nodes. This setting is mandatory, if the
NetBackup client software needs to be used. Make sure that the server hostname can be resolved
through the DNS, and its IP address can be resolved back to server hostname through the DNS
reverse lookup.

netbackup media-server addserver Add an external NetBackup Media Server name to be used
by the NetBackup installation on the Veritas Access nodes. This setting is optional, since if the
Media Server name is not added, the local NetBackup client installation uses the NetBackup Master
Server as the NetBackup Media Server. Make sure that the server hostname can be resolved through
DNS, and its IP address can be resolved back to server hostname through the DNS reverse lookup.

netbackup media-server delete server Delete an already configured NetBackup Media
Server name.

netbackup sanclient enable|disable Enable or disable the NetBackup SAN client. The
NetBackup SAN client should only be enabled if the required licenses are installed on the Net-
Backup Master Server. If the required licenses for the NetBackup SAN client are not available on
the NetBackup Master Server, then the backup service fails to start.

netbackup exclude_list show [policy] [schedule] Show the entries in the exclude list entries.
Exclude entries can also be explicitly listed for a specific policy by using the policy attribute. If
schedule is specified, then exclude list entries for the policy specified in policy and schedule schedule
are shown.

netbackup exclude_list add pattern [policy] [schedule] Add the given pattern to the list of
files to be excluded. File names matching pattern are excluded from backups. If policy is used,
then the pattern is only applicable for backups of the specific policy.

netbackup exclude_list delete pattern [policy] [schedule] Delete the given pattern from the
list of patterns to be excluded.

netbackup include_list show [policy] [schedule] Show tne entries in the include list entries.
Include entries can also be explicitly listed for a specific policy by using the policy attribute. If
schedule is specified, then include list entries for the policy specified in policy and schedule schedule
are shown.

netbackup include_list add pattern [policy] [schedule] Add the given pattern to the list of
files to be included. File names matching pattern are always included in backups. If policy is
used, then the pattern is only applicable for backups of the specific policy.

netbackup include_list delete pattern [policy] [schedule] Delete the given pattern from the
list of patterns to be included.

4.3.4 EXAMPLES

Add an external NetBackup Master Server.

4.3. netbackup
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Backup> netbackup master-server set nbumaster.veritas.com
Success.

Add an external NetBackup EMM Server name (which can be the same as the NetBackup Master Server).

Backup> netbackup emm-server set nbumaster.veritas.com
Success.

Add an external NetBackup Media Server name (if the NetBackup Media Server is not co-located with the NetBackup

Master Server).

Backup> netbackup media-server add nbumedia.veritas.com
Success.

Delete an already added external Media Server name.

Backup> netbackup media-server delete nbumedia.veritas.com
Success.

Enable the NetBackup SAN client.

Backup> netbackup sanclient enable
Success.

Show the exclude list entries.

Backup> netbackup exclude_list show

Pattern Policy Schedule
hosts - -
iscsid.conf - -
iscsid.conf NBU_nasgwl2 -
/vx/£s100/asx policy -
/vx/£s100/+mp3 policy -
/vx/£s200/bsx policy2 sched3

Add an entry to the include list for policy with name backup_policy3.

Backup> netbackup include_list add *.Jjpg backup_policy3
Success.

4.3.5 SEE ALSO

backup(1), virtual-ip(1), virtual-name(1), show(1), status(1), start(1), stop(1)
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4.4 show

4.4.1 SYNOPSIS

show

4.4.2 DESCRIPTION

The backup show command displays the configured settings. The displayed settings may not be currently used by the
Veritas Access nodes. When some settings are configured, there might be backup and restore jobs that are running,
and so those settings do not immediately take effect. To fill this gap, you have to use the backup stop command
followed by the backup start command.

4.4.3 OPTIONS

show

This command shows the configured settings.

4.4.4 EXAMPLES

Show the configured settings.

Backup> show

Virtual Name: nbuclient.veritas.com
Virtual IP: 10.10.10.10/24
NetBackup Master Server: nbumaster.veritas.com
NetBackup EMM Server: nbumaster.veritas.com
NetBackup Media Server(s): not configured

Backup Device: pubethl

NetBackup Client Version: 8.0

NetBackup global log level: not configured
NetBackup database log level: not configured

Enable robust logging: not configured

Enable critical process logging: not configured

4.4.5 SEE ALSO

backup(1), netbackup(1), virtual-ip(1), virtual-name(1), status(1), start(1), stop(1)
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4.5 start

4.5.1 SYNOPSIS

start [nodename]

4.5.2 DESCRIPTION

The backup start command starts backup processes that handle backup and restore. It will do nothing if those pro-
cesses are currently running. It places the virtual IP address configured through the backup virtual-ip command
in online mode on any of the currently active nodes or nodename if specified.

4.5.3 OPTIONS

start

Start processes that handle backup and restore. Also places the virtual IP address in online mode.

4.5.4 EXAMPLES

Start processes that handle backup and restore.

Backup> start
NetBackup Client started successfully.

4.5.5 SEE ALSO

backup(1), netbackup(1), virtual-ip(1), virtual-name(1), show(1), status(1), stop(1)
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4.6 status

4.6.1 SYNOPSIS

status

4.6.2 DESCRIPTION

The backup status command shows if the NetBackup client has started or stopped on the Veritas Access nodes. If
the NetBackup client has currently started and is running, it also shows if there are any ongoing backup or restore jobs.

4.6.3 OPTIONS

status

Display the status of current backup activities.

4.6.4 EXAMPLES

Display the status when no backup jobs are running.

Backup> status

Virtual IP state :oup

Backup service online node : node_01
NetBackup client state : online
NetBackup SAN client state : online

No backup or restore jobs running.

Display the status when backup jobs are running that involve file systems using the NetBackup client.

Backup> status

Virtual IP state :oup

Backup service online node : node_01
NetBackup client state : online
NetBackup SAN client state : online

Some file systems are busy performing backup or restore jobs by the NetBackup client

4.6.5 SEE ALSO

backup(1), netbackup(1), virtual-ip(1), virtual-name(1), show(1), start(1), stop(1)
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4.7 stop

4.7.1 SYNOPSIS

stop

4.7.2 DESCRIPTION

The backup st op command stops processes that handle backup and restore. Nothing stops if there are any backup
jobs running that involve file systems on the Veritas Access nodes. It will also offline the virtual IP address configured
by using the backup virtual—-ip command.

4.7.3 OPTIONS

stop

Stop processes that handle backup and restore. It also places the virtual IP address in the offline mode.

4.7.4 EXAMPLES

Stop processes that handle backup and restore when backup jobs are running.

Backup> stop
ACCESS backup ERROR V-288-0 Cannot stop, some backup jobs are running.

4.7.5 SEE ALSO

backup(1), netbackup(1), virtual-ip(1), virtual-name(1), show(1), status(1), start(1)
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4.8 uninstall

4.8.1 SYNOPSIS

uninstall

4.8.2 DESCRIPTION

The backup uninstall command uninstalls the currently installed version of the Netbackup client.

4.8.3 EXAMPLES

Uninstall the currently installed Netbackup client.

Backup> uninstall
100% [#] NBU Client uninstallation completed

4.8.4 SEE ALSO

backup(1), netbackup(1), virtual-ip(1), virtual-name(1), show(1), status(1), stop(1), install(1), uninstall(1)

4.8. uninstall
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4.9 virtual-ip

4.9.1 SYNOPSIS

virtual-ip set ipaddr [device]

virtual-ip reset

4.9.2 DESCRIPTION

The backup virtual—-ip command configures the built-in NetBackup client to use ipaddr as its virtual IP address
and device as the network interface for the virtual IP.

4.9.3 OPTIONS

ipaddr Virtual IP address to be used by the NetBackup client on the Veritas Access nodes. Make sure
that ipaddr can be resolved back to the hostname, configured by using the backup virtual-name
command.

virtual-ip set ipaddr [device] Configure the NetBackup client on the Veritas Access nodes to use
ipaddr as its highly available virtual IP address and device as the network interface for the virtual IP
address.

A network mask can be provided with the IP address as the prefix length for the ipaddr. For example, virtual-ip
set 10.209.107.151/22.

IPv6 addresses can be specified as virtual-ip set fec0::20c:29ff:fe8e:2203/64.

4.9.4 EXAMPLES

Configure or change the virtual IP address of the NetBackup client on the Veritas Access nodes.

Backup> virtual-ip set 10.10.10.10/20 pubethl
Success.

Reset the virtual IP address configured for backup.

Backup> virtual-ip reset
Success.

To configure an IPv6 address for backup.

Backup> virtual-ip set fec0::20c:29ff:fe8e:2203/64 pubethO
Success.

4.9.5 SEE ALSO

backup(1), netbackup(1), virtual-name(1), show(1), status(1), start(1), stop(1)
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4.10 virtual-name

4.10.1 SYNOPSIS

virtual—-name set name

virtual-name reset

4.10.2 DESCRIPTION

The backup virtual-name command configures the NetBackup client installation on the Veritas Access nodes to
use name as its hostname.

4.10.3 OPTIONS

name Hostname to be used by a NetBackup client installation on the Veritas Access nodes. Make sure
that name can be resolved through DNS and its IP address can be resolved back to name through a
DNS reverse lookup. Also make sure that name resolves to the IP address configured through the
backup virtual-ip command.

virtual-name set name Configure a NetBackup client installation on the Veritas Access nodes to
use name as its hostname. Make sure that name resolves to the IP address that is configured using
the virtual—-ip command.

4.10.4 EXAMPLES

Configure or reset the hostname of the NetBackup client installation on the Veritas Access nodes.

Backup> virtual-name set nbuclient.veritas.com
Success.

Backup> virtual-name reset
Success.

4.10.5 SEE ALSO

backup(1), netbackup(1), virtual-ip(1), show(1), status(1), start(1), stop(1)
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5.1 cifs

5.1.1 SYNOPSIS

server startlstoplstatus

share add filesystem sharename [ @virtual_ip] [cifsoptions]

share modify sharename [@virtual_ip] [cifsoptions]

share delete sharename [@virtual_ip)

share show [sharename]

share allow sharename @groupl [, @ group2,userl,user2,...]

share deny sharename @groupl [, @ group2,userl,user2,...]

set
set
set
set
set
set
set
set
set
set
set
set
set

set

domaincontroller servernames
domainuser username

domain domainname

workgroup workgroup
allow_trusted_domains yeslno [trusted_domains)
ntlm_auth yeslno

security adsluser

idmap_backend ldap [idmap_ou] [uid_range]
idmap_backend rid [uid_range]
idmap_backend hash

idmap_backend ad [uid_range]

homedirfs [filesystemlist] [full_acl]

aio_size size

data_migration yeslno

CIFS Commands
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set clustering_mode normallctdb

local user add username [grouplist]

local password username

local user delete username

local user show [username]

local group add groupname

local group delete groupname

local group show [groupname]

local user members username grouplist

mapuser
mapuser
mapuser
homedir
homedir
homedir
homedir

show

add CIFSusername domainname NFSusername
remove CIFSusername [domainname]

show [CIFSusername] [domainname]

set username [domainname] [fs_name]
delete username [domainname]

deleteall

show [username] [domainname]

5.1.2 DESCRIPTION

The cifs commands maintain the current table of exported file systems for CIFS.

For the CIFS service to work properly in an active directory domain environment, the following protocals and firewall
ports need be allowed or opened in the environment to allow the CIFS server to communicate smoothly with the active
diretory domain controller(s) and Windows CIFS clients.

ICMP : Internet Control Message Protocol (ICMP) protocol must be allowed through the firewall from the CIFS server
to the domain controllers. Enable “Allow incoming echo request” is a must requirement for running the CIFS service.

Other ports and protocols:

Port

TCP and
TCP and
TCP 139
TCP and
TCP and
TCP 3268

Protocol
UDP 53 DNS
UDP 88 Kerberos
DFSN, NetBIOS Session Service,
UDP 445 SMB, CIFS,DFSN, LSARPC, NbtsSs,
UDP 464 Kerberos change/set password
LDAP GC

NetLogonR,

SamR, SrvSvc

If LDAP with SSL is required, the following ports need to be opened:

Port Protocol

TCP 636 LDAP SSL

TCP 3269 LDAP GC SSL
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5.1.3 OPTIONS

cifsoptions Comma-separated list of export options for a CIFS share are: ro, rw, guest,
noguest, oplocks, nooplocks, full_acl, no_full_acl, enable_encryption, disable_encryption,
shadow_copy, hide_unreadable, veto_sys_files, enable_durable_handles, owner=ownername,
group=groupname, fs_mode=fspermission, dir_mask=dirpermission, create_mask=filepermission,
allow=user+@group, deny=user+@ group, max_connections=connections. The default export op-
tions are: ro, noguest, oplocks, no_full_acl, fs_mode=1777, dir_mask=775, create_mask=775, al-
low=all.

server startlstoplstatus Start, stop, or display the status of the CIFS resources. All variable settings
made using the set command come into effect only when the server is restarted. For example, set can
be used to set the security to ads or to a value other than ads, but the server joins or leaves the Active
Directory domain only when the server is restarted after using the set command. One exception is
the case when the server is already stopped, and later security is set to a value other than ads.

share add filesystem sharename [@virtual_ip] [cifsoptions] Export the file system with the given
sharename. The new options are updated after the command is run. In ctdb clustering mode,
you can give the directory path instead of the file system. While specifying the directory path, make
sure it always starts with the file system name (Note: not with the mount point /vx). If @virtual_ip
is specified, the share can only be accessed by virtual_ip.

share modify sharename [@virtual_ip] [cifsoptions] Re-export the file system with the given share-
name. The new options are updated after the command is run. In ctdb clustering mode, you can
give the directory path instead of the file system. While specifying the directory path, make sure
it always starts with the file system name (Note: not with the mount point /vx). If @virtual_ip is
specified, the share can only be accessed by virtual_ip.

share delete sharename Unexport the share with the name sharename.

share show [sharename] List all the exported resources. If sharename is specified, then Veritas Ac-
cess prints all the details of the given sharename.

share allow sharename @groupl [,@group2,userl,user2,...] Allow only the specified users and
groups to access the share. If all is specified, then default access restrictions are restored on the
share. User or group separator can be a comma or a plus symbol, double backslash should be added
between domain name and user or group in case the allowed one comes from the trusted domain.

share deny sharename @groupl [,@group2,userl,user2,...] Deny the specified users and groups to
access the share. If all is specified, then all the users and groups are not able to access the share. User
or group separator can be a comma or a plus symbol, double backslash should be added between
domain name and user or group in case the denied one comes from the trusted domain.

set domaincontroller servernames Set the comma-separated list of domain controller server
names. A domain controller can either be an Active Directory server or a Windows NT 4.0 do-
main controller.

set domainuser username Set the name of the domain-user. This username is used for authentica-
tion for the domain join operation.

set domain domainname Set the domain name. This also sets the WORKGROUP of the system.

set workgroup workgroup Set the workgroup name. If name of the WORKGROUP or NetBIOS
domain name is different from the domain name, use this command to set the workgroup name.

set allow_trusted_domains yeslno [trusted_domains] If allow_trusted_domains is set to yes,
then multiple domain environments are allowed. Otherwise multiple domain environments are not
allowed. Note: This option cannot be set to yes if security mode is user. User can also specify the
trusted domains that allow access to the CIFS server when this option is set to yes and the idmap
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backend is set to rid or ad. By default, all the trusted domains are included in the configuration.
Default allow_trusted_domains value: no

set ntlm_auth yeslno If ntlm_auth is set to no, then an NTLMv2 response needs to be sent by the
client. Otherwise Veritas Access attempts to authenticate users using the NTLM-encrypted password
response. Default ntlm_auth value: yes

set security adsluser Set CIFS security to user (user-level security that a client must log on with
a valid username and password), or ads (CIFS server acts as a domain member in an Active Direc-
tory). Before setting the security to ads, it is required to set domain, domaincontroller, and
domainuser. When the user executes the server start command, CIFS server asks for the
password corresponding to the domainuser to join in the AD. If using security as ads, make sure
that the clock of the AD server and the CIFS server is set to the same time. Use the NTP server if
possible. Default security Value: user

set idmap_backend ldap [idmap_ou] [uid_range] This option tells the CIFS server to obtain
SID to UID/GID mappings from a common LDAP backend. The LDAP server used for this has to
be configured through the ILDAP sub-section in the network section. Trusted domains are allowed if
allow_trusted_domains is setto yes. The idmap_ou is optional and set to cifsidmap.
By default, the user can specify if the CIFS idmap OrganizationalUnitName(OU) is named differ-
ently on the LDAP server. The uid_range is optional and set to 10000-1000000 by default.

set idmap_backend rid [uid_range] User can use this option to get the unique SID to
UID/GID mappings based on RID and LOW_RANGE_ID. Trusted domains are allowed if
allow_trusted_domains is set to yes. The uid_range is set to 10000-1000000 by
default. Change it in case there are more than 1,000,000 users existing on the local cluster, joined
active directory, or trusted domains. Note: Do not attempt to modify LOW_RANGE_ID (10000) if
there is user data on the CIFS server, it may lead to data access denied for the UID changes.

set idmap_backend hash User can use this option to get the unique SID to UID/GID mappings by
the implemented hashing algorithm. Trusted domains are allowed if allow_trusted_domains
is set to yes.

set idmap_backend ad [uid_range] User can use this option to get the unique UID/GID from the
domain by reading id mappings from an AD server that uses RFC2307/SFU schema extensions, this
is a readonly idmap backend. Trusted domains are allowed if allow_trusted_domains is set
to yes. A valid user from a domain or a trusted domain should have a UID as well as a GID for the
user’s primary group. The uid_range is set to 10000-1000000 by default, change it in case
there are more than 1,000,000 users existing on the local cluster, joined active directory, or trusted
domains. Note: ID range is adjusted automatically according to the search results of the defined
UNIX IDs from the domain after a CIFS server restart.

set homedirfs [filesystemlist] [full_acl] Set the given list of file systems to be used for the home
directory. All of the home directories of the users are created in these file systems. filesystem is a
comma-separated list of file system names. full_acl can be set as an option. Automatic migration of
the content of users (i.e., users home directories) from one file system to another file system while
switching homedir is not supported. So if an administrator changes homedir from fs1 to fs2, then
home directories of the user do not migrate from fs1 to fs2 automatically.

set aio_size size Setaio_fork option. If size is not 0, then enable aio_fork and set it as aio read/write
size. If it’s 0, then disable aio_fork and set O to aio read/write size.

set data_migration yeslno User can use this option to enable data migration from a Windows ma-
chine by a domain administrator when ACL information for files or directories should be preserved.
The ROBOCOPY command from the Windows Resource Kit Tools is required to complete the task.
Set the option to yes and restart the CIFS server, and then data migration mode is enabled. Set the
option to no after data migration is completed for CIFS server security.
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set clustering_mode normallctdb Set clustering mode for the CIFS server. There are two clus-
tering modes avilable with Veritas Access: normal and ctdb. Each clustering mode supports all of
the three operating modes. The CTDB clustering mode is a different clustered implementation of
Veritas Access CIFS, which supports all the features that are supported by normal clustering mode
as well as some additional features. Veritas Access supports automated and seamless migration of
shares and home directories from one mode to another.

local user add username [grouplist] Add the local CIFS user. This user gets authenticated when
security is set to user.

local password username Reset the password for the local CIFS user.

local user delete username Delete the specified CIFS user.

local user show [username] Show UID and group(s) details of the given username.
local group add groupname Add the local CIFS group.

local group delete groupname Delete the local CIFS group.

local group show [groupname] Show the list of available local CIFS groups. If ‘groupname’ is
specified, it shows all the users belonging to that group.

local user members username grouplist Add the local CIFS user to the given groups in the grou-
plist.

mapuser add CIFSusername domainname NFSusername Map CIFS user to NFS user. This map-
ping is useful when the same file system is accessed using both CIFS and NFS. This functionality
can also be used to map multiple users to a single username to share common data.

mapuser remove CIFSusername [domainname] Remove the mapping between CIFS and NFS user.
It may be possible that the CIFS user may not be able to access its previous data after removing the
mapping. Default domain is 1ocal.

mapuser show [CIFSusername] [domainname] Show the mapping between CIFS and NFS user. If
CIFS username is not specified, it shows all the existing mappings. Default domain name is 1ocal.

homedir set username [domainname] [fs_name] Set the homedir for the given user. If the home
directory does not exist for the given user, this command creates that user’s home directory. Use
fs_name to specify the home directory file system where the user’s home directory is created. Oth-
erwise, the user’s home directory is created on the home directory file system that has the fewest
home directories. Use storage quota cifshomedir set to set the quota vaule for the
user, otherwise the value set from the storage quota cifshomedir setdefault isused
to configure the quota limit. If either user or default quota is not set, O is taken as the default value
that is treated as the unlimited quota.

homedir delete username [domainname] Delete the home directory of the given user.
homedir deleteall Delete all of the home directories on the homedir file system.
homedir show [username] [domainname] Display homedir usage information.

show Display the list of all the global options and their values. Use the set command to modify these
values.

5.1.4 EXAMPLES

Add a local CIFS group grpl
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CIFS> local group add grpl
Adding GROUP : grpl
Success: Group grpl created successfully

Create the new CIFS user usr1 and assign it to existing groups grpl.

CIFS> local user add usrl grpl

Input password for usrl.

Enter password:

Re—enter password:

Adding USER : usrl

Success: User usrl created successfully

Reset password for the local CIFS user usrl.

CIFS> local password usrl
Changing password for usrl.

New password:

Re—-enter new password:

Password changed for user: 'usrl'

Delete the local CIFS user usrl

CIFS> local user delete usrl
Deleting User: usrl
Success: User usrl deleted successfully

Show the list of local CIFS users.

CIFS> local user show
List of Users

Map CIFS user to NFS user.

’CIFS> mapuser add administrator VERITASDOMAIN.COM nfsusrl

Remove the mapping between CIFS and NFS user.

’CIFS> mapuser remove administrator VERITASDOMAIN.COM

Show the mapping between CIFS and NFS user.

’CIFS> mapuser show administrator VERITASDOMAIN.COM

CIFSUserName DomainName NEFSUserName
administrator VERITASDOMAIN nfsusrl

Export the file system fs1 with name sharel.

CIFS> share add fsl sharel
Exporting CIFS filesystem : sharel

Display the list of shares exported over CIFS.
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CIFS> share show
ShareName FileSystem ShareOptions
sharel fsl owner=root,group=root

Unexport the share with the name sharel:

CIFS> share delete sharel
Unexporting CIFS share : sharel

Allow user userl and group groupl to access the share sharel:

CIFS> share allow sharel userl, @groupl
Warning: Modifying an already existing share.

Allow trusted domain user user1 and group groupl to access the share sharel:

CIFS> share allow sharel domain\\\\\\\\userl, @domain\\\\\\\\groupl
Warning: Modifying an already existing share.

Deny user userl and group groupl to access the share sharel:

CIFS> share deny sharel userl, @groupl
Warning: Modifying an already existing share.

Deny trusted domain user userl and group groupl to access the share sharel:

CIFS> share deny sharel domain\\\\\\\\userl, @domain\\\\\\\\groupl
Warning: Modifying an already existing share.

Setting the domain parameters for joining an active directory or NT domain. In this example, the name of the domain
is set to VERITASDOMAIN.COM, domain user is set to administrator, and domain controller for the domain
VERITASDOMAIN.COM is set to VERITASSERVER:

CIFS> set domain ~  VERITASDOMAIN.COM

Global option updated. Note: Restart the CIFS server.
CIFS> set domainuser " administrator™’

Global option updated. Note: Restart the CIFS server.
CIFS> set domaincontroller ° VERITASSERVER®

Global option updated. Note: Restart the CIFS server.

After setting all of the above domain parameters, the user can set the security to either ads if the domain controller
is an active directory server, or the user can set the security to domain if the domain controller is an NT domain
controller:

CIFS> set security "~ “ads’’
Global option updated. Note: Restart the CIFS server.

Display the list of global options:

CIFS> show
Name Value

netbios name test

5.1. cifs 39




Veritas Access Command Reference Guide Documentation, Release 7.3.1

ntlm auth vyes
allow trusted domains no
homedirfs
aio size O
idmap backend rid:10000-1000000
workgroup VERITASDOMAIN
security ads
Domain VERITASDOMAIN.COM
Domain user administrator
Domain Controller VERITASSERVER
Clustering Mode normal

Note that the system will make a note of these parameters, but it will not attempt to

—Jjoin the specified domain. That will happen only when the CIFS server 1is started,

—~the next time using the "~ “server ~ command.

Starting the CIFS server after all domain-related parameters have been set.

CIFS> server start
The skew of the system clock with respect to Domain controller is:

Time on Domain controller : Fri November 30 06:00:03 2008
Time on this system : Fri November 30 06:00:00 PDT 2008

If the above clock skew is greater than that allowed by the server,
then the system won't be able to join the AD domain

Enter password for user 'administrator':
Trying to become a member in AD domain VERITASDOMAIN.COM
Joined domain VERITASDOMAIN.COM OK
Starting CIFS Server..
Display the status of the CIFS server.
CIFS> server status

CIFS Status on test_01 : ONLINE
CIFS Status on test_02 : ONLINE

Homedirfs : fs

Security : ads

Domain membership status : Enabled

Domain : VERITASDOMAIN.COM
Domain Controller : VERITASSERVER
Domain User : administrator
Clustering Mode : normal

3 seconds

Display the status of the CIFS server if allowed_trusted_domain is set to yes.

CIFS> server status
CIFS Status on test_01 : ONLINE
CIFS Status on test_02 : ONLINE

Homedirfs : fs

Security : ads

Domain membership status : Enabled

Domain : VERITASDOMAIN.COM
Domain Controller : VERITASSERVER
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Domain User : administrator
Clustering Mode : normal
Trusted Domains : VERITASDOMAIN1l [VERITASDOMAIN2] VERITASDOMAIN3

Note: Domain name with square bracket means this trusted domain is obsolete.

Stop the CIFS server.

CIFS> server stop
Stopping CIFS Server..... Success.

Exporting a directory £s1/dirl in ctdb clustering mode.

ctdb.CIFS> share add fsl/dirl sharel rw,full_acl
Exporting CIFS filesystem : sharel ..Success.

ctdb.CIFS> share show
ShareName FileSystem ShareOptions
sharel fsl/dirl owner=root, group=root, fs_mode=755, rw, full_acl

Migration from ctdb clustering mode to normal clustering mode.

1. Check the status of the CIFS server.

ctdb.CIFS> server status
CIFS Status on ctdb_01 : ONLINE
CIFS Status on ctdb_02 : ONLINE

Security : ads

Domain membership status : Enabled

Domain : VERITASDOMAIN.COM
Workgroup : VERITASDOMAIN

Domain Controller : veritasdomain.veritas.com
Domain User : administrator

Clustering Mode : ctdb

2. List the shares and homedir.

ctdb.CIFS> share show

ShareName FileSystem ShareOptions
sharel fsl/Veritas Access owner=root,group=root,fs_mode=755, rw, noguest
share?2 fsl/Veritas Access owner=root,group=root, fs_mode=755, ro,guest
share3 fs3 owner=root,group=root, fs_mode=1777
shared fs4 owner=root,group=root, fs_mode=1777,rw

ctdb.CIFS> homedir show

UserName DomainName
usrl LOCAL
administrator VERITASDOMAIN

3. Stop the CIFS server and set clustering mode to normal.

ctdb.CIFS> server stop
Disabling membership in AD domain VERITASDOMAIN.COM

Enter password for user 'administrator':
Left AD domain VERITASDOMAIN.COM
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Stopping CIFS Server...... Success.

ctdb.CIFS> set clustering mode normal
Global option updated. Note: Restart the CIFS server.

4. Start the CIFS server in normal clustering mode.

ctdb.CIFS> server start
Uninstalling 'ctdb' Clustering Mode.............. Success.
Installing 'normal' Clustering Mode.......... Success.

The skew of the system clock with respect to Domain controller veritasdomain.veritas.
—com
(10.209.110.210) is: 9 seconds

Time on Domain controller : Thu Aug 19 16:54:03 2010
Time on this system : Thu Aug 19 16:53:54 IST 2010

If the above clock skew is greater than that allowed by the server,
then the system won't be able to join the AD domain

Trying to become a member in AD domain VERITASDOMAIN.COM

Enter password for user 'administrator':
Joined domain VERITASDOMAIN.COM OK
ACCESS cifs WARNING V-288-0 Migration of following shares are not supported in normal
clustering mode
Sharename FS Name

sharel fsl/Veritas Access
share?2 fsl/Veritas Access
Starting CIFS Server..... Success.

5. Check the shares and home directory after migrating to normal clustering modes.

ctdb.CIFS> share show

ShareName FileSystem ShareOptions
share3 fs3 owner=root,group=root, fs_mode=1777
shared fs4 owner=root,group=root, fs_mode=1777, rw

ctdb.CIFS> homedir show

UserName DomainName
usrl LOCAL
administrator VERITASDOMAIN

Note: You can see that directory level share cannot be migrated to normal clustering mode. Rest of the share and
home directory are migrated perfectly.

Migration from normal clustering mode to ctdb clustering mode.

1. Check the server status to confirm that the current clustering mode is normal.

ctdb.CIFS> server status
CIFS Status on ctdb_01 : ONLINE
CIFS Status on ctdb_02 : ONLINE

Security : ads
Domain membership status : Enabled
Domain : VERITASDOMAIN.COM
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Workgroup : VERITASDOMAIN

Domain Controller : veritasdomain.veritas.com
Domain User : administrator

Clustering Mode : normal

2. List the shares and the homedir.

ctdb.CIFS> share show

ShareName FileSystem ShareOptions
share3 fs3 owner=root, group=root, fs_mode=1777
shared fs4 owner=root,group=root, fs_mode=1777, rw

ctdb.CIFS> homedir show

UserName DomainName
usrl LOCAL
administrator VERITASDOMAIN

3. Now stop the CIFS server and change the clustering mode to the ct db mode.

ctdb.CIFS> server stop
Stopping CIFS Server..... Success.

ctdb.CIFS> set clustering_mode ctdb
Global option updated. Note: Restart the CIFS server.

4. Start the CIFS server in ctdb clustering mode and check the server status.

ctdb.CIFS> server start
Disabling membership in AD domain VERITASDOMAIN.COM

Enter password for user 'administrator':

Left AD domain VERITASDOMAIN.COM

Uninstalling 'normal' Clustering Mode.......... Success.

Installing 'ctdb' Clustering Mode......... Success.

Starting CIFS Server....

The skew of the system clock with respect to Domain controller veritasdomain.veritas.
—Ccom

(10.209.110.210) is: 9 seconds

Time on Domain controller : Thu Aug 19 17:07:19 2010
Time on this system : Thu Aug 19 17:07:10 IST 2010

If the above clock skew is greater than that allowed by the server,
then the system won't be able to join the AD domain

Trying to become a member in AD domain VERITASDOMAIN.COM

Enter password for user 'administrator':
Joined domain VERITASDOMAIN.COM OK
..Success.

ctdb.CIFS> server status

CIFS Status on ctdb_01 : ONLINE

CIFS Status on ctdb_02 : ONLINE

Security : ads
Domain membership status : Enabled
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Domain : VERITASDOMAIN.COM
Workgroup : VERITASDOMAIN

Domain Controller : veritasdomain.veritas.com
Domain User : administrator

Clustering Mode : ctdb

5. Verify that all shares and home directory are properly migrated to the ct db clustering mode.

ctdb.CIFS> share show

ShareName FileSystem ShareOptions
sharel fsl owner=root,group=root, fs_mode=1777,rw, full_acl
share3 fs3 owner=root,group=root, fs_mode=1777
shared fs4 owner=root,group=root, fs_mode=1777, rw

ctdb.CIFS> homedir show

UserName DomainName
usrl LOCAL
administrator VERITASDOMAIN

5.1.5 SEE ALSO

server(1), share(1)
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5.2 homedir

5.2.1 SYNOPSIS

homedir set username [domainname] [fs_name]
homedir delete username [domainname]
homedir deleteall

homedir show [username] [domainname]

5.2.2 DESCRIPTION

The homedir commands manage the home directories for the users.

5.2.3 OPTIONS

homedir set username [domainname] [fs_name] Set the homedir for the given user. If the home directory does not
exist for the given user, this command creates that user’s home directory. Use fs_name to specify the home directory
file system where the user’s home directory is created. Otherwise, the user’s home directory is created on the home
directory file system that has the fewest home directories. Use storage quota cifshomedir set to set the
quota vaule for the user, otherwise the value set from the storage quota cifshomedir setdefault isused
to configure the quota limit. If either user or default quota is not set, O is taken as the default value, which is treated as
an unlimited quota.

homedir delete username [domainname] Delete the home directory of the given user.
homedir deleteall Delete all of the home directories on the homedir file system.

homedir show [username] [domainname] Display the homedir usage information.

5.2.4 EXAMPLES

Set the homedir for the given user.

CIFS> homedir set usrl local
CIFS>

Delete the home directory of user2.

CIFS> homedir delete user2
Do you want to delete homedir for user user2 (y/n): y
Success: Home directory deleted for CIFS local user: user2

Display the home directory usage information.

CIFS> homedir show

UserName DomainName
userl LOCAL
user2 LOCAL
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5.2.5 SEE ALSO

set(1)

46 Chapter 5. CIFS Commands



Veritas Access Command Reference Guide Documentation, Release 7.3.1

5.3 local

5.3.1 SYNOPSIS

local user add username [grouplist]
local password username

local user delete username
local user show [username]
local group add groupname
local group delete groupname
local group show [groupname]

local user members username grouplist

5.3.2 DESCRIPTION

The 1ocal commands add, delete, or display CIFS user(s)/group(s).

5.3.3 OPTIONS

grouplist Comma-separated list of group names.

local user add username [grouplist] Add the local CIFS user. This user gets authenticated when
security is set to user.

local password username Reset password for the local CIFS user.

local user delete username Delete the specified CIFS user.

local user show [username] Show UID and group(s) details of the given username.
local group add groupname Add the local CIFS group.

local group delete groupname Delete the local CIFS group.

local group show [groupname] Show the list of available local CIFS groups. If ‘groupname’ is
specified, it shows all the users belonging to that group.

local user members username grouplist Add the local CIFS user to the given groups in the grou-
plist.

5.3.4 EXAMPLES

Add a local CIFS group grpl.

CIFS> local group add grpl
Adding GROUP : grpl
Success: Group grpl created successfully

Create the new CIFS user usr1 and assign it to existing groups grpl.
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CIFS> local user add usrl grpl

Input password for usrl.

Enter password:

Re—enter password:

Adding USER : usrl

Success: User usrl created successfully

Reset password for the local CIFS user usr1l.

CIFS> local password usrl
Changing password for usrl.

New password:

Re—enter new password:

Password changed for user: 'usrl'

Show the list of local CIFS users.

CIFS> local user show
List of Users

Delete the local CIFS user usrl.

CIFS> local user delete usrl
Deleting User: usrl
Success: User usrl deleted successfully

5.3.5 SEE ALSO

server(1)
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5.4 mapuser

5.4.1 SYNOPSIS

mapuser add CIFSusername domainname NFSusername
mapuser remove CIFSusername [domainname)

mapuser show [CIFSusername] [domainname]

5.4.2 DESCRIPTION

The mapuser commands add, remove, or display the mapping between CIFS and NFS users. Typically a CIFSuser-
name is a user coming from the AD server (domainname), or a locally created CIFS user on this system (local). A
NFSusername is a user coming from a locally created CIFS user on this system or from a NIS/LDAP server configured
in the network section. To make sure user mappings work properly with a NIS/LDAP server, the nsswitch setting may
need to be adjusted in the network section.

5.4.3 OPTIONS

mapuser add CIFSusername domainname NFSusername Map CIFS user to NFS user. This map-
ping is useful when the same file system is accessed using both CIFS and NFS. This functionality
can also be used to map multiple users to a single username to share common data. Note: If *** is
specified both for the CIFS user and the NFS user, mappings are created automatically between the
same name user between CIFS and NFS users on the CIFS server when such user logs on.

mapuser remove CIFSusername [domainname] Remove the mapping between CIFS and NFS user.
It may be possible that the CIFS user may not be able to access its previous data after removing
the mapping. Default domain is 1ocal. Note: If *** is specified, no more mappings are created
between the same name CIFS and NFS users, however the already created same name mappings are
left in the user mapping list on the CIFS server.

mapuser show [CIFSusername] [domainname] Show the mapping between the CIFS and the NFS
user. If the CIFS username is not specified, it shows all the existing mappings. Default domain name
is local.

5.4.4 EXAMPLES

Map CIFS user to NFS user.

’CIFS> mapuser add administrator VERITASDOMAIN.COM nfsusrl

Add mappings between all the same name CIFS and NFS users.

’CIFS> mapuser add * VERITASDOMAIN.COM x

Remove the mapping between the CIFS and the NFS user.

’CIFS> mapuser remove administrator VERITASDOMAIN.COM

Remove the mappings between the same name CIFS and NFS users.
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CIFS> mapuser remove x VERITASDOMAIN.COM

Show the mappings between the CIFS and the NFS user.

CIFS> mapuser show administrator VERITASDOMAIN.COM

CIFSUserName DomainName NEFSUserName
administrator VERITASDOMAIN nfsusrl

5.4.5 SEE ALSO

share(1)
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5.5 server

5.5.1 SYNOPSIS

server [startlstoplstatus]

5.5.2 DESCRIPTION

Start, stop, or display the status of the CIFS resources. All variable settings made using the set command come into
effect only when the server is restarted. For example, set can be used to set the security to ads or to a value other than
ads, but the server joins or leaves the active directory domain only when the server is restarted after issuing the set

command. One exception is the case when the server is already stopped, and later security is set to a value other than
ads.

5.5.3 OPTIONS

server [startlstoplstatus] Start, stop, or check the status of the CIFS resources.

5.5.4 EXAMPLES

Starting the CIFS server after all domain-related parameters have been set.

CIFS> server start
The skew of the system clock with respect to Domain controller is: 3 seconds

Time on Domain controller : Fri November 30 06:00:03 2008
Time on this system : Fri November 30 06:00:00 PDT 2008

If the above clock skew is greater than that allowed by the server,
then the system won't be able to join the AD domain

Enter password for user 'administrator':
Trying to become a member in AD domain VERITASDOMAIN.COM

Joined domain VERITASDOMAIN.COM OK
Starting CIFS Server..

Display the status of CIFS server.

CIFS> server status
CIFS Status on test_01 : ONLINE
CIFS Status on test_02 : ONLINE

Homedirfs : fs

Security : ads

Domain membership status : Enabled

Domain : VERITASDOMAIN.COM
Domain Controller : VERITASSERVER
Domain User : administrator
Clustering Mode : normal

Display the status of the CIFS server if allowed_trusted_domain is set to yes.
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CIFS> server status
CIFS Status on test_01 : ONLINE
CIFS Status on test_02 : ONLINE

Homedirfs : fs

Security : ads

Domain membership status : Enabled

Domain : VERITASDOMAIN.COM

Domain Controller : VERITASSERVER

Domain User : administrator

Clustering Mode : normal

Trusted Domains : VERITASDOMAIN1 [VERITASDOMAIN2] VERITASDOMAIN3

Note: Domain name with square brackets means this trusted domain is obsolete.

Stop the CIFS server.

CIFS> server stop
Stopping CIFS Server..... Success.

5.5.5 SEE ALSO

set(1), share(1)
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5.6 set

5.6.1 SYNOPSIS

set domaincontroller servernames

set domainuser username

set domain domainname

set workgroup workgroup

set allow_trusted_domains yeslno [trusted_domains)

set ntlm_auth yeslno

set security adsluser

set idmap_backend ldap [idmap_ou] [uid_range]

set idmap_backend rid [uid_range]

set idmap_backend hash

set idmap_backend ad [uid_range]

set homedirfs [filesystemlist] [full_acl]

set alo_size size

set data_migration yeslno

set clustering_mode normallctdb

5.6.2 DESCRIPTION

The set commands allow the user to set various parameters required for CIFS functioning.

5.6.3 OPTIONS

set

set

set

set

set

domaincontroller servernames Set the comma-separated list of domain controller server
names. A domain controller can either be an active directory server or a Windows NT 4.0 domain
controller.

domainuser username Set the name of the domain user. This username is used for authentica-
tion for the domain join operation.

domain domainname Set the domain name. This also sets the WORKGROUP of the system.

workgroup workgroup Set the workgroup name. If name of the WORKGROUP or NetBIOS
domain name is different from the domain name, use this command to set workgroup name.

allow_trusted_domains yeslno [trusted_domains] If allow_trusted_domains is set to yes,
then multiple domain environments are allowed. If set to no, multiple domain environments are not
allowed. Note: This option cannot be set to yes if security mode is user.

The user can also specify the trusted domains that allow access to the CIFS server when this option
is set to yes and the idmap backendis setto rid or ad. By default all the trusted domains are
included in the configuration.

Default allow_trusted_domains Value: no

5.6. set
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set ntlm_auth yeslno If ntlm_auth is set to no, then an NTLMv2 response needs to be sent by the
client. If set to yes, it attempts to authenticate users using the NTLM-encrypted password response.

Default ntlm_auth Value: yes

set security adsluser Set CIFS security to user (user-level security that a client must log on with
a valid username and password) or ads (CIFS server acts as a domain member in an active direc-
tory). Before setting the security to ads, it is required to set domain, domaincontroller, and
domainuser. When the user executes the server start command, the CIFS server asks for
the password corresponding to the domainuser to join in the AD. If using security as ads, make
sure that the clock of the AD server and the CIFS server is set to the same time. Use the NTP server
if possible. If using security as ads, make sure that the clock of the AD server and Veritas Access
is set to the same time. Use the NTP server if possible.

Default security Value: user

set idmap_backend ldap [idmap_ou] [uid_range] This option tells the CIFS server to obtain
SID to UID/GID mappings from a common LDAP backend. The LDAP server used for this has
to be configured through the LDAP sub-section in the network section. Trusted domains are allowed
ifallow_trusted_domainsissettoyes. The idmap_ou is optional and setto cifsidmap.
By default, the user can specify it if the CIFS idmap OrganizationalUnitName(OU) is named differ-
ently on the LDAP server. The uid_range is optional and set to 10000-1000000 by default.

set idmap_backend rid [uid_range] The user can use this option to get the unique SID to
UID/GID mappings based on RID and LOW_RANGE_ID. Trusted domains are allowed if
allow_trusted_domains is setto yes.

The uid_range issetto 10000-1000000 by default, change it in cases where there are more
than 1,000,000 users existing on the local Veritas Access cluster, joined active directory, or trusted
domains. Note: Do not attempt to modify LOW_RANGE_ID (10000) if there is user data on the
CIFS server, it may lead to data access denied for the UID changes.

set idmap_backend hash User can use this option to get the unique SID to UID/GID mappings by
the implemented hashing algorithm. Trusted domains are allowed if allow_trusted_domains
is set to yes.

set idmap_backend ad [uid_range] User can use this option to get the unique UID/GID from do-
main by reading id mappings from an AD server that uses RFC2307/SFU schema extensions, this is
a readonly idmap backend. Trusted domains are allowed if allow_trusted_domains is set to
yes. A valid user from a domain or a trusted domain should have a UID as well as a GID for the
user’s primary group.

The uid_range issetto 10000-1000000 by default, change it in cases where there are more
than 1,000,000 users existing on the local Veritas Access cluster, joined active directory, or trusted
domains. Note: ID range is adjusted automatically according to the search results of the defined
UNIX IDs from the domain after a CIFS server restart.

set homedirfs [filesystemlist] [full_acl] Set the given list of file systems to be used for the home
directory. All of the home directories of the users are created in these file systems. filesystem is a
comma-separated list of file system names. full_acl can be set as an option. Automatic migration
of the content of users (that is, users’ home directories) from one file system to another file system
while switching homedir is not supported. So if an administrator changes homedir from fs1 to fs2,
then the home directories of the user do not migrate from fs1 to fs2 automatically.

set aio_size size Setaio_fork option. If size is not 0, then enable aio_fork and set it as aio read/write
size. If it is O, then disable aio_fork and set O to aio read/write size.

set data_migration yeslno The user can use this option to enable data migration from a Windows
machine by a domain administrator, when ACL information for files or directories should be pre-
served. The ROBOCOPY command from the Windows Resource Kit Tools is required to complete
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this task. Set the option to yes and restart the CIFS server, and then the data migration mode is
enabled. Set the option to no after data migration completes for CIFS server security.

set clustering_mode normallctdb Set the clustering mode for the CIFS server. There are two
clustering modes available with Veritas Access, normal and ctdb. Each clustering mode supports
all of the three operating modes. The CTDB clustering mode is a different clustered implemen-
tation of Veritas Access CIFS, which supports all the features that are supported by normal clus-
tering mode as well as some additional features. Additional features supported in CTDB clus-
tering mode: Directory-level share support,Multi-instance share export
of a file system/directory, and better load balancing. Veritas Access sup-
ports automated and seamless migration of shares and homedirectories from one mode to another.
However while migrating from CTDB to normal clustering mode, some of the shares get discarded
that are not supported in normal clustering mode.

5.6.4 EXAMPLES

Setting the domain parameters for joining an active directory or NT domain. In this example, the name of the domain
is set to VERITASDOMAIN.COM, domain user is set to administrator, and domain controller for the domain
VERITASDOMAIN.COM is set to VERITASSERVER

CIFS> set domain "~ " VERITASDOMAIN.COM' '

Global option updated. Note: Restart the CIFS server.
CIFS> set domainuser °~ administrator’

Global option updated. Note: Restart the CIFS server.
CIFS> set domaincontroller °~ VERITASSERVER™ "

Global option updated. Note: Restart the CIFS server.

After setting all the above domain parameters, you can set the security to either ads if the domain controller is an
active directory server, or you can set the security to domain if the domain controller is an NT domain controller.

CIFS> set security "~ “ads’’
Global option updated. Note: Restart the CIFS server.

Note that the system will make a note of these parameters, but it will not attempt to join the specified domain. That
happens only when the CIFS server is started the next time using the server command.

5.6.5 SEE ALSO

server(1), share(1)
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5.7 share

5.7.1 SYNOPSIS

share add filesystem sharename [ @virtual_ip] [cifsoptions]

share modify sharename [@virtual_ip] [cifsoptions]

share delete sharename [@virtual_ip)

share show [sharename]

share allow sharename @groupl [, @group2,userl,user2,...]

share deny sharename @groupl [, @group2,userl,user2,...]

5.7.2 DESCRIPTION

The share commands add, delete, or display CIFS shares.

5.7.3 OPTIONS

cifsoptions Comma-separated list of export options for a CIFS share: {ro, rw, guest,
noguest, oplocks, nooplocks, full_acl, no_full_acl, enable_encryption, disable_encryption,
shadow_copy, hide_unreadable, veto_sys_files, enable_durable_handles, owner=ownername,
group=groupname, fs_mode=fspermission, dir_mask=dirpermission, create_mask=filepermission,
allow=user+@group, deny=user+@ group,max_connections=connections}. The default export op-
tions are{ro, noguest, oplocks, no_full_acl, fs_mode=1777, dir_mask=775, create_mask=775, al-
low=all}.

share add filesystem sharename [@virtual_ip] [cifsoptions] Export the file system with the given
sharename. The new options are updated after the command is run. In both clustering modes,
you can give the directory path instead of the file system. While specifying the directory path, make
sure it always starts with the file system name (Note: not with the mount point /vx). If @virtual_ip
is specified, the share can only be accessed by virtual_ip.

share modify sharename [@virtual_ip] [cifsoptions] Re-export the file system with the given share-
name. The new options are updated after the command is run. In both clustering modes, you can
give the directory path instead of the file system. While specifying the directory path, make sure
it always starts with file system name (Note: not with the mount point /vx). If @virtual_ip is
specified, the share can only be accessed by virtual_ip.

share delete sharename Unexport the share with the name sharename.

share show [sharename] List all the exported resources. If sharename is specified, then it prints all
the details of the given sharename.

share allow sharename @groupl [,@group2,userl,user2,...] Allow only the specified users and
groups to access the share. If all is specified, then default access restrictions are restored on the
share. User or group separator can be a comma or a plus symbol, double backslash should be added
between the domain name and the user or group in cases where the allowed one comes from the
trusted domain.

share deny sharename @groupl [,@group2,userl,user2,...] Deny the specified users and groups to
access the share. If all is specified, then all the users and groups are not able to access the share. User
or group separator can be a comma or a plus symbol, double backslash should be added between the
domain name and the user or group in cases where the denied one comes from the trusted domain.
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5.7.4 EXAMPLES

Export the file system £s1 with name sharel.

CIFS> share add fsl sharel
Exporting CIFS filesystem : sharel

Display the list of shares exported over CIFS.

CIFS> share show
ShareName FileSystem ShareOptions
sharel fsl owner=root, group=root

Unexport the share with the name sharel.

CIFS> share delete sharel
Unexporting CIFS share : sharel

Allow user userl and group groupl to access the share sharel.

CIFS> share allow sharel userl,@groupl
Warning: Modifying an already existing share.

Allow trusted domain user userl and group groupl to access the share sharel.

CIFS> share allow sharel domain\\\\\\\\userl, @domain\\\\\\\\groupl
Warning: Modifying an already existing share.

Deny user userl and group groupl to access the share sharel.

CIFS> share deny sharel userl, @groupl
Warning: Modifying an already existing share.

Deny trusted domain user userl and group groupl to access the share sharel.

CIFS> share deny sharel domain\\\\\\\\userl, @domain\\\\\\\\groupl
Warning: Modifying an already existing share.

Exporting a directory as a CIFS share, you should switch to the ct db clustering mode.

1. Check the status of the CIFS server to confirm that the current clustering mode is ctdb.

ctdb.CIFS> server status
CIFS Status on ctdb_01 : ONLINE
CIFS Status on ctdb_02 : ONLINE

Security : ads

Domain membership status : Enabled

Domain : VERITASDOMAIN.COM
Workgroup : VERITASDOMAIN

Domain Controller : veritasdomain.veritas.com
Domain User : administrator

Clustering Mode : ctdb

2. Export a directory as a CIFS share.
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ctdb.CIFS> share add fsl/dirl sharel rw, full_acl
Exporting CIFS filesystem : sharel ..Success.

3. List the shares.

ctdb.CIFS> share show
ShareName FileSystem ShareOptions
sharel fsl/dirl owner=root,group=root, fs_mode=755,rw, full_acl

4. If a directory name contains a space, then it should be entered using double quotes (). For example:

ctdb.CIFS> share add "fsl/dir2 a" share2 rw
Exporting CIFS filesystem : share2 ..Success.

ctdb.CIFS> share show

ShareName FileSystem ShareOptions
share?2 fsl/dir2 a owner=root,group=root,fs_mode=755,rw
sharel fsl/dirl owner=root,group=root, fs_mode=755,rw, full_acl

5. Modifying an existing share.

ctdb.CIFS> share modify share2 ro,full_acl
Warning: Modifying an already existing share.
...Done

ctdb.CIFS> share show

ShareName FileSystem ShareOptions
share?2 fsl/dir2 a owner=root,group=root,fs_mode=1777,ro,full_acl
sharel fsl/dirl owner=root,group=root, £fs_mode=755, rw, full_acl

Exporting a directory to provide read access to all; but write access to the limited set of users that need to be authenti-
cated.

ctdb.CIFS> share add "fsl/dir2 b" sharel rw,noguest
Exporting CIFS filesystem : sharel ..Success.

ctdb.CIFS> share add "fsl/dir2 b" share2 ro,guest
Exporting CIFS filesystem : share2 ..Success.

ctdb.CIFS> share show

ShareName FileSystem ShareOptions
sharel fsl/dir2 b owner=root,group=root, fs_mode=755, rw, noguest
share?2 fsl/dir2 b owner=root,group=root, fs_mode=755, ro,guest

5.7.5 SEE ALSO

server(1)
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5.8 show

5.8.1 SYNOPSIS

show

5.8.2 DESCRIPTION

The show command displays the list of global options and their values. These are the settings that have been config-
ured primarily with the set command.

5.8.3 EXAMPLES

Display the list of global options.

CIFS> show

Name

netbios name
ntlm auth

allow trusted domains
homedirfs

aio size
idmap backend
workgroup
security
Domain
Domain user
Domain Controller
Clustering Mode

Value

rid:10000-1000000
VERITASDOMAIN

ads
VERITASDOMAIN.COM
administrator
VERITASSERVER
normal

5.8.4 SEE ALSO

set(1)

5.8. show
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Cluster Commands

6.1 cluster

6.1.1 SYNOPSIS

reboot nodename

show [currentload]
shutdown nodename
add ipaddrl [, ipaddr2,...]

del nodenamel [, nodename?2,...]

6.1.2 DESCRIPTION

The cluster commands allow you to view the nodes in the cluster and their states. You can add, remove, reboot, or
shutdown nodes in the cluster configuration.

6.1.3 OPTIONS

nodename The node on which the operation takes place. A value of all indicates the operation takes
place on all of the nodes in the cluster. The value a1l does not apply to the del command.

ipaddr The accessible IP address of the node to be added to the cluster.

reboot nodename Reboot a node or all of the nodes in the cluster. To reboot a node, specify the
nodename as it is displayed in the cluster show command. To reboot all the nodes in the
cluster use all for nodename.

show Display the nodes in the cluster, their states, CPU load, and network load, during the past 15
minutes. It also displays information about nodes that are being added to the cluster, deleted from
the cluster and nodes on which upgrade is in progress.

show [currentload] If you specify currentload, the load statistics show the CPU load, and network load
for the 5 seconds after the command is issued.
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shutdown nodename Shut down a node or all of the nodes in the cluster. To shut down a node, specify
the nodename as it is displayed in the cluster show command. To shut down all the nodes in
the cluster, use al1l for nodename.

add ipaddrl |, ipaddr2,...] Add one or more nodes into the cluster. The ipaddr should be known before
add operation. The cluster must be running and the new nodes must have the required OS installed.

del nodenamel [, nodename2,...] Delete one or more nodes from the cluster. The specified nodes must
be in the cluster but can not be the console node. You cannot delete all of the running nodes in
the cluster. After a node is successfully deleted, the node is still accessible at the IP address until
the node is rebooted. After the reboot, the node frees the used IP resources and is assigned to the
original ip.

6.1.4 EXAMPLES

Display the current state of all the nodes in the cluster and their loads, during the past 15 minutes.

Cluster> show

Node State CPU (15 min) pubethO (15 min) pubethl (15 min)

% rx (MB/s) tx(MB/s) rx (MB/s) tx(MB/s)
test_1 RUNNING 1.35 0.00 0.00 0.00 0.00
test_2 RUNNING 1.96 0.00 0.00 0.00 0.00
test_3 FAULTED

Nodes in Transition

Node/IP Operation State Description
10.200.58.202 Add node FAILED Installing packages
test_6 Delete node ONGOING Removing node
test_4,test_5 Rolling upgrade ONGOING Rolling upgrade phase 2

Display the CPU and network loads collected for the next 5 seconds.

Cluster> show currentload
Node State CPU (5 sec) pubethO (5 sec) pubethl (5 sec)
rx (MB/s) tx(MB/s) rx(MB/s) tx(MB/s)

o

test_1 RUNNING 1.35 0.00 0.00 0.00 0.00
test_2 RUNNING 1.96 0.00 0.00 0.00 0.00
test_3 FAULTED

Shut down a node in the cluster.

Cluster> shutdown test_4
Stopping Cluster processes on test_4
Sent shutdown command to test_4. SSH sessions to test_4 may terminate.

Shut down all nodes in the cluster.

Cluster> shutdown all

Stopping Cluster processes on all

SSH sessions to all nodes may terminate.
Sent shutdown command to test_2

Sent shutdown command to test_3

Sent shutdown command to test_4

Sent shutdown command to test_1
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Reboot a node in the cluster.

Cluster> reboot test_4
Stopping Cluster processes on test_4
Sent reboot command to test_4. SSH sessions to test_4 may terminate.

Reboot all nodes in the cluster.

Cluster> reboot all
Stopping Cluster processes on all
SSH sessions to all

Sent reboot
Sent reboot
Sent reboot
Sent reboot

command
command
command
command

nodes may terminate.

to
to
to
to

test_2
test_3
test_4
test_1

6.1.5 SEE ALSO

add(1), del(1), reboot(1), show(1), shutdown(1)

6.1. cluster
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6.2 add

6.2.1 SYNOPSIS

add ipaddrl [, ipaddr2,...]

6.2.2 DESCRIPTION

The cluster add command adds one or more nodes into the running cluster. Provide the IP address of each new node.
To specify multiple nodes, separate the IP addresses with commas. The cluster needs to be running and the new nodes
must have the required OS installed.

6.2.3 EXAMPLES

Add a node 10.10.10.10 into the cluster.

’Cluster> add 10.10.10.10

Add 2 nodes 10.10.10.10,10.10.10.11 into the cluster.

’Cluster> add 10.10.10.10,10.10.10.11

6.2.4 SEE ALSO

del(1), reboot(1), show(1), shutdown(1)
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6.3 del

6.3.1 SYNOPSIS

del nodenamel [, nodename?2,...]

6.3.2 DESCRIPTION

The cluster del command deletes one or more nodes from current cluster. The specified nodes must be in the cluster
but cannot be the console node. You cannot delete all the running nodes in the cluster.

After a node is successfully deleted, the node is still accessible at the IP address until the node is rebooted. After the
reboot, the node frees the used IP resources and is assigned to the original IP.

6.3.3 EXAMPLES

Delete a node test_02 from the cluster.

’Cluster> del test_02

Delete 2 nodes test_02,test_03 from the cluster.

’Cluster> del test_02,test_03

6.3.4 SEE ALSO

add(1), reboot(1), show(1), shutdown(1)
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6.4 reboot

6.4.1 SYNOPSIS

reboot nodename

6.4.2 DESCRIPTION

The cluster reboot command reboots a node or all of the nodes in the cluster. To reboot a node in the cluster, specify
the nodename as it is displayed in the cluster show command. To reboot all of the nodes in the cluster, use all
for nodename.

6.4.3 OPTIONS

nodename Node on which the operation takes place. A value of all indicates the operation takes place
on all nodes of the cluster.

reboot nodename Reboots a node or all of the nodes in the cluster. To reboot a node in the cluster,
specify the nodename as it is displayed in the cluster show command. To reboot all of the
nodes in the cluster, use all for nodename.

6.4.4 EXAMPLES

Reboots a node in the cluster.

Cluster> reboot test_4
Stopping Cluster processes on test_4
Sent reboot command to test_4. SSH sessions to test_4 may terminate.

Reboots all of the nodes in the cluster.

Cluster> reboot all

Stopping Cluster processes on all

SSH sessions to all nodes may terminate.
Sent reboot command to test_2

Sent reboot command to test_3

Sent reboot command to test_4

Sent reboot command to test_1

6.4.5 SEE ALSO

show(1), shutdown(1)
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6.5 show

6.5.1 SYNOPSIS

show [currentload]

6.5.2 DESCRIPTION

The cluster show command displays the nodes in the cluster, their states, CPU load, and network load during the past
15 minutes. It also displays information about nodes that are being added to the cluster, deleted from the cluster and
nodes on which upgrade is in progress. The rx and tx columns display statistics of received and transmitted bytes
respectively.

6.5.3 OPTIONS

show [currentload] If you specify currentload, the load statistics show the CPU load, and network load
for the 5 seconds after the command is issued.

6.5.4 EXAMPLES

Display the current state of all of the nodes in the cluster and their loads during the past 15 minutes.

Cluster> show

Node State CPU (15 min) pubethO (15 min) pubethl (15 min)

% rx (MB/s) tx(MB/s) rx (MB/s) tx(MB/s)
test_1 RUNNING 1.35 0.00 0.00 0.00 0.00
test_2 RUNNING 1.96 0.00 0.00 0.00 0.00
test_3 FAULTED
Nodes in Transition
Node/IP Operation State Description
10.200.58.202 Add node FAILED Installing packages
test_6 Delete node ONGOING Removing node
test_4,test_5 Rolling upgrade ONGOING Rolling upgrade phase 2

Show the CPU and network loads collected for the next 5 seconds.

Cluster> show currentload

Node State CPU (5 sec) pubethO (5 sec) pubethl (5 sec)

% rx (MB/s) tx(MB/s) rx (MB/s) tx(MB/s)
test_1 RUNNING 1.35 0.00 0.00 0.00 0.00
test_2 RUNNING 1.96 0.00 0.00 0.00 0.00
test_3 FAULTED

6.5.5 SEE ALSO

reboot(1), shutdown(1)

6.5. show
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6.6 shutdown

6.6.1 SYNOPSIS

shutdown nodename

6.6.2 DESCRIPTION

The cluster shut down command shuts down the nodes in the cluster.

6.6.3 OPTIONS

nodename Node on which the operation takes place. A value of al1l indicates the operation takes place
on all of the nodes in the cluster.

shutdown nodename Shut down a node or all of the nodes in the cluster. To shut down a node in the
cluster, specify the nodename, as it appears in the cluster show command. To shut down all of
the nodes in the cluster, use all for nodename.

6.6.4 EXAMPLES

Shut down a node in the cluster.

Cluster> shutdown test_4
Stopping Cluster processes on test_4
Sent shutdown command to test_4. SSH sessions to test_4 may terminate.

Shut down all of the nodes in the cluster.

Cluster> shutdown all

Stopping Cluster processes on all

SSH sessions to all nodes may terminate.
Sent shutdown command to test_2

Sent shutdown command to test_3

Sent shutdown command to test_4

Sent shutdown command to test_1

6.6.5 SEE ALSO

reboot(1), show(1)
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DB Commands

7.1 database

7.1.1 SYNOPSIS

fs create obj-type db-name fs-name size
fs destroy db-name fs-name

fs list

pool create obj-type diskl [, disk2,...]
pool destroy obj-type

pool list

share add obj-type export-dir [client]
share delete export-dir [client]

share show

7.1.2 DESCRIPTION

These database commands are used to create and manage storage for Oracle database clients. The storage is
accessed by Oracle hosts using the Oracle Direct NFS protocol. Oracle Direct NFS (DNFS) is an optimized NFS
(Network File System) client that provides faster access to NFS storage located on NAS appliances. The Oracle
Database Direct NFS client integrates the NFS client functionality directly in the Oracle database. Through this
integration, the I/O path between Oracle and the NFS server is optimized, providing significantly better performance.
The Oracle Direct NFS client outperforms traditional NFS clients, and is simple to configure, and it provides a standard
NFS client implementation across all hardware and operating system platforms.

It is recommended to group the storage according to the database objects stored in the file system. Oracle database
objects are broadly divided into REDO transaction logs, archived logs, table data, index, and tempfiles. The following
values for ‘‘ obj-type‘* are available: txnlog : Stores REDO transaction logs data : Stores TABLE data of datafiles
index : Stores INDEX data temp : Stores TEMPORARY files archivelog : Stores archive logs
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7.1.3 OPTIONS

fs create obj-type db-name fs-name size Create a file system for database with name db-name to
store objects of type obj-type. The name of the file system is fs-name and the size of the file system
is size.

fs destroy db-name fs-name Destroy the file system with name fs-name.
fs list List file systems created for storing database files.

pool create obj-type diskl [, disk2,...] Create a pool to store database objects of type obj-typel. The
obj-type must be one of txnlog, archivelog, data, index, or temp.

pool destroy obj-type Destroy the pool specified by the database obj-type.

pool 1list List all the pools configured for the database. share add obj-type export-dir [client]
Share and export the file system export-dir. After this command, database clients are able to mount
using NFS this file system on their host.

share delete export-dir [client] Delete (or unshare) the exported file system.

share show Display all the shared database file systems.

7.1.4 EXAMPLES

Here is an example of the commands to create storage for an Oracle TPCC database.

1. First create storage pools for the TPCC database.

database> pool create data vmdkO_1,vmdkO_2 database> pool create txnlog vmdk(0_3 database> pool create
archivelog vimdkO_4 database> pool create index vmdk0_5,vmdkO_6

. Next create the respective file systems.

database> fs create data tpcc datal 300g database> fs create txnlog tpcc redol 12g database> fs create index
tpce indx1 48g database> fs create index tpcc archl 100g

. Next share and export the file systems.

database> share add txnlog /vx/tpcc_redol database> share add data /vx/tpcc_datal database> share add index
/vx/tpce_indx 1 database> share add archivelog /vx/tpcc_archl

7.1.5 SEE ALSO

pool(1), fs(1), share(1)
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7.2 s

7.2.1 SYNOPSIS

fs create obj-type db-name fs-name size

fs destroy db-name fs-name

fs list

7.2.2 DESCRIPTION

These database commands are used to create and manage file systems for Oracle database clients. These file
systems are accessed by Oracle hosts using the Oracle Direct NFS (DNFS) protocol. Oracle Direct NFS (DNFS) is an
optimized NFS (Network File System) client that provides faster access to NFS storage located on NAS appliances.

It is recommended to group the file systems according to the database objects stored in the file systems. Oracle
database objects are broadly divided into REDO transaction logs, archived logs, table data, index, and tempfiles. The
following values for obj—type are available:

txnlog: Stores REDO transaction logs
data: Stores TABLE data of datafiles

index: Stores INDEX data
temp: Stores TEMPORARY files

archivelog: Stores archive logs

7.2.3 OPTIONS

fs create obj-type db-name fs-name size Create a file system for database with name db-name to
store objects of type obj-type. The name of the file system is fs-name and the size of the file system

18 size.

fs destroy db-name fs-name Destroy the file system with name fs-name.

fs 1list List file systems created for storing database files.

7.2.4 EXAMPLES

Here is an example of the commands to create storage for an Oracle TPCC database.

1. Create file systems for the TPCC database. The following examples create four separate file systems to store
respective database objects:

database>
database>
database>
database>

fs
fs
fs
fs

create
create
create
create

data tpcc datal 300g
txnlog tpcc redol 12g
index tpcc indxl 48g
index tpcc archl 100g

2. Display database file systems:

database> fs list

7.2. fs
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7.2.5 SEE ALSO

pool(1), fs(1), share(1)
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7.3 pool

7.3.1 SYNOPSIS

pool create obj-type diskl [, disk2,...]
pool destroy obj-type

pool list

7.3.2 DESCRIPTION

These database pool commands are used to create and manage storage pools for an Oracle database. It is recom-
mended to group the storage according to the database objects stored in the file system. Oracle database objects are
broadly divided into REDO transaction logs, archived logs, table data, index, and tempfiles. The following values for
obj—-type are available.

txnlog : Stores REDO transaction logs
data : Stores TABLE data of datafiles
index : Stores INDEX data

temp : Stores TEMPORARY files

archivelog : Stores archive logs

7.3.3 OPTIONS

pool create obj-type diskl [, disk2 ,...] Create a pool to store database objects of type obj-type. The
obj-type must be one of txnlog, archivelog, data, index, or temp.

pool destroy obj-type Destroy the pool specified by the database obj-type.
pool list List all the pools configured for the database.

7.3.4 EXAMPLES

Create storage pools for the Oracle database.

1. First create storage pools for the Oracle database.

database> pool create data vmdkO_1, vmdkO_2
database> pool create txnlog vmdkO_3
database> pool create archivelog vmdkO_4
database> pool create index vmdkO_5, vmdkO_6

2. database> pool list

POOL NAME DISKS
ora_DATA_pool vmdkO0_1 vmdkO_2
ora_TXNLOG_pool vmdkO_3
ora_ARCHIVE_pool vmdkO0_4
ora_INDEX_pool vmdkO0_5, vmdkO_6
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7.3.5 SEE ALSO

pool(1), fs(1), share(1)
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7.4 share

7.4.1 SYNOPSIS

share add obj-type export-dir [client]
share delete export-dir [client]

share show

7.4.2 DESCRIPTION

These database commands are used to export file systems created for databases using NFS. The Oracle Database
Direct NFS client integrates the NFS client functionality directly in the Oracle database. Through this integration,
the I/O path between Oracle and the NFS server is optimized, providing significantly better performance. The Oracle
Direct NFS client outperforms traditional NFS clients, and is simple to configure, and it provides a standard NFS client
implementation across all hardware and operating system platforms.

7.4.3 OPTIONS

share add obj-type export-dir [client] Share and export the file system export-dir. After this com-
mand, database clients are able to mount using NFS this file system on their host.

share delete export-dir [client] Delete (or unshare) the exported file system.

share show Display all the shared database file systems.

7.4.4 EXAMPLES

Here is an example of commands to export file systems for an Oracle TPCC database.

1. Share and export the file systems for the TPCC database.

database> share add txnlog /vx/tpcc_redol
database> share add data /vx/tpcc_datal
database> share add index /vx/tpcc_indxl
database> share add archivelog /vx/tpcc_archl

2. Show the exported file systems for the database.

database> share show

7.4.5 SEE ALSO

pool(1), fs(1), share(1)
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FTP

8.1.1 SYNOPSIS

server startlstoplstatus

set
set
set
set
set
set
set
set
set
set
set
set
set
set
set
set

set

listen_port port_number
listen_1ipvé6 yeslno
max_connections connections_number
max_conn_per_client connections_number
passive_port_range port_range
idle_timeout time_in_minutes
allow_non_ssl yeslno

umask file_umask

anonymous_logon yeslno
anonymous_login_dir login_directory
anonymous_write yeslno
user_logon yeslno

homedir_path home_directory_path
allow_delete yeslno

security nis_ldapladsllocal
chroot_users yeslno

create_homedirs yeslno

unset anonymous_login_dir

unset homedir_path

show

FTP Commands
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session show

session showdetail [filter_options]

session terminate session_id

logupload url [nodename]

local user add username

local user passwd username

local user delete username

local user show

local user set bandwidth username bandwidth

local user set homedir username homedir

8.1.2 DESCRIPTION

The FTP commands are used to configure the FTP server. The FTP server allows files to be accessed using the File
Transfer Protocol (FTP).

By default, the FTP server is not running. To start the FTP server, enter the server start command.

By default, anonymous FTP access is disabled. To enable anonymous FTP access, use set anonymous_logon
yes. The UID of anonymous user is 40, GID is 49, and username is ‘ftp’. To change the default login directory of
anonymous users, use set anonymous_login_dir. By default, anonymous users do not have write access to
their login directory. To allow anonymous users write access to their login directories, use set anonymous_write
yes.

By default, the FTP server allows plain text and SSL (secure) user logins. To allow only SSL (secure) and to reject
plain text user logins, use set allow_non_ssl no.

If the create_homedirs option is set to yes, Veritas Access creates a user’s home directory on the FTP server
with the same name that was retrieved from the authentication server. This directory is used internally. If the
create_homedirs option is set to no, the Veritas Access administrator must manually create a directory that
matches the home directory on the authentication server. Regardless of the setting of the create_homedirs op-
tion, the Veritas Access administrator must manually create the user’s directory where the user logs in. This directory
is in the location specified by the homedir_path option. The directory must have execute permissions set. The
following examples show the functionality for different types of users, if the homedir_path issetto /vx/fsl/
ftphomes and create_homedirs option is set to yes.

For NIS users: Create the directory with username in the homedir_path. For example: /vx/fsl/ftphomes/
nisuserl.

For LDAP users: Create the directory with ldapusername in the homedir_path. For example: /vx/fsl/ftphomes/
ldapuserl.

For AD users: The home directory on the AD server is specified as domainname\username. The full string (do-
mainname\username) identifies the AD user. Create the directory domainname\username in the homedir_path. For
example: /vx/fsl/ftphomes/mydomain\\aduserl.

For local users: If the homedir_path is set to /vx/fsl/ftphomes, Veritas Access creates the directory /vx/fsl/
ftphomes/username.

If create_homedirs is set to no and user’s home directory does not exist or has not been created manually, then
the login fails. If user’s home directory has been manually created, then the administrator has to ensure that the
permissions have been set correctly.
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If chroot_users is set to yes, then users are restricted to their home directories. If homedir_path is set to
/vx/fs1/ftphomes, chroot_users is set to yes, and an AD user DOMAIN\aduser] logs in using FTP, then the user
is restricted to /vx/fs1/ftphomes/home/DOMAIN/adsuserl. If chroot_users is set to no for the above case, then
the user is restricted to /vx/fs1/ftphomes.

For security local, the chroot_users value should be yes.

The umask defines the mask for permissions with which files or directories are created using FTP. If file_umask is set
to 177, then new files are created as having permissions 600, which defines rw . The owner of this file has read
and write permissions to this file, members in the users group do not have read/write permissions.

The server stop command terminates any existing FTP sessions.

8.1.3 OPTIONS

bandwidth Upload or download bandwidth in Bytes/sec.

nodename Node on which the operation takes place. A value of a1l indicates that the operation takes
place on all nodes in the cluster.

connections_number This is an integer, between 1 to 9999. This value defines the maximum number of
simultaneous connections allowed for each node.

port_range The port_range specifies a range of ports represented as startingport:endingport, both inclu-
sive. The value of port numbers used should range from 30000 to 50000.

time_in_minutes The value of time_in_minutes should range from 1 to 600. The time_in_minutes defines
the amount of idle time after which a session is disconnected.

login_directory The directory into which anonymous users login. The value of login_directory starts
with /vx/.

home_directory_path The directory in which user’s directory should be created manually. The value of
home_directory_path starts with /vx/.

session_id The unique identifier for each FTP session. It is the value that is shown in session
showdetail.

filter_options Filters the sessions shown in session showdetail. Filter options include client_ip,
server_ip, and user. Filter options can be combined by using ‘,’. If multiple filter options are used,
sessions matching all the filter options are shown.

server startlstoplstatus Start, stop, or display the status of the FTP server. All configuration changes
made using the set command come into effect only when the server is restarted. For example,
set command can be used to set the max_connections to 9999, but changes take effect only when
the FTP server is restarted using server stop followed by server start. server stop
terminates all existing FTP connections.

set listen_port port_number This option specifies the port number on which the FTP service
should listen for connections. Valid values for this parameter range from 10 to 1023. The default
value of this parameter is 21. Changes to this value take effect when the FTP server is restarted using
server stop followed by server start.

set listen_ipvé6 yeslno This option specifies if the FTP service should listen on IPv6 for connec-
tions. The default value of this parameter is no. Changes to this value take effect when the FTP
server is restarted using server stop followed by server start.

set max_connections connections_number This command specifies the maximum number of si-
multaneous FTP clients allowed per node. The default value of this parameter is 2000. Valid values
for this parameter range from 1 to 9999. Changes to this value take effect when the FTP server is
restarted using server stop followed by server start.
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set max_conn_per_client connections_number This option specifies the maximum number of
simultaneous FTP connections allowed per client IP per server node. Valid values for this parameter
range from 1 to 9999. The default value of this parameter is 2000. Changes to this value take effect
when the FTP server is restarted using server stop followed by server start.

set passive_port_range port_range This command specifies the range of port numbers to listen
on for passive FTP transfers. The port_range defines a range specified as startingport:endingport.
For example, a port_range of 30000:40000 specifies that port numbers starting from 30000 to 40000
can be used for passive FTP. Valid values for port numbers range from 30000 to 50000. The default
value of this option is 30000:40000. These changes take effect when the FTP server is restarted
using server stop followed by server start.

set idle_timeout fime_in_minutes This command specifies the amount of time in minutes after
which an idle connection is disconnected. Valid values for time_in_minutes range from 1 to 600.
Default value for time_in_minutes is 15 minutes. These changes take effect when the FTP server is
restarted using server stop followed by server start.

set allow_non_ssl yeslno This command specifies whether or not to allow non-secure (plain-text)
logins into the FTP server. Entering yes allows non-secure (plain-text) logins to succeed. Entering
no causes non-secure (plain-text) logins to fail. The default value for this parameter is yes. Changes
to this value take effect when the FTP server is restarted using server stop followed by server
start.

set umask file_umask The umask defines the mask for permissions with which files or directories are
created using FTP. If file_umask is set to 177, then new files are created as having permissions 600,
which defines rw . The owner of this file has read and write permissions to this file, members
in the users group do not have read/write permissions. Changes to this value take effect when the
FTP server is restarted using server stop followed by server start.

set anonymous_logon yesino This tells the FTP server whether or not to allow anonymous logins
to the FTP server. Entering yes allows anonymous access to the FTP server. Entering no does not
allow anonymous access. The default value of this parameter is no. Changes to this value take effect
when the FTP server is restarted using server stop followed by server start.

set anonymous_login_dir login_directory This command specifies the login directory of anony-
mous users. Valid values of this parameter start with /x/. The administrator must ensure that
the anonymous user (UID:40 GID:49 UNAME:ftp) has appropriate permissions to read files in lo-
gin_directory. Changes to this value take effect when the FTP server is restarted using server
stop followed by server start.

set anonymous_write yesino This command specifies whether or not anonymous users have write
access in their login directory. Enter yes to allow anonymous users to modify contents of their
login_directory. A value of no does not allow anonymous users to modify contents of their lo-
gin_directory. The administrator must ensure that anonymous user (UID:40 GID:49 UNAME:ftp)
has the appropriate permissions to modify files in login_directory. The default value of this param-
eter is no. Changes to this value take effect when the FTP server is restarted using server stop
followed by server start.

set user_logon yeslno This command specifies whether to allow FTP access for users. A value of
yes would allow normal users (non-anonymous) to login. The default value of this parameter is yes.
Changes to this value take effect when the FTP server is restarted using server stop followed
by server start.

set homedir_path login_directory This option specifies the login directory of normal users. Valid
values of this parameter start with /x/. Changes to this value take effect when the FTP server is
restarted using server stop followed by server start.

set allow_delete yeslno This option specifies whether users are allowed to delete files on the FTP
server. A value of yes allows users to delete uploaded files. This option only affects users and does
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not affect anonymous logins. Anonymous logins are never allowed to delete files. The default value
of this parameter is yes. Changes to this value take effect when the FTP server is restarted using
server stop followed by server start.

set security nis_ldapladsllocal This option specifies what kind of users are allowed to login to the
FTP server. A value of nis_Ildap allows users configured on NIS or an LDAP server to login to the
FTP server, and users created using 1ocal user or from Windows active directory are not allowed
to login. A value of ads allows users configured on Windows active directory as specified in cifs
show, NIS/LDAP, and 1ocal user users are not allowed to login. A value of local allows users
created using local user to login to the FTP server, and NIS/LDAP/AD users are not allowed
to login. Changes to this value take effect when the FTP server is restarted using server stop
followed by server start.

set chroot_users yeslno This options specifies whether users should be restricted to their home
directories. A value of yes limits users to his home directory. A value of no allows users to view
files in parent directories, user is still restricted in homedir_path. If security is local, then
chroot_users should be yes. Changes to this value take effect when the FTP server is restarted
using server stop followed by server start.

set create_homedirs yesino This option specifies if home directories should be created when a
user logs in, if it does not exist. A value of yes allows the FTP server to create the user’s home
directory, if it does not exist. If this is set to no, then there should already be a home directory created
for this user, and the user should have permissions to read/execute in this directory, otherwise the
login fails. Changes to this value take effect when the FTP server is restarted using server stop
followed by server start.

unset anonymous_login_dir This option sets the login directory of anonymous users to the de-
fault ‘-. Changes take effect when the FTP server is restarted using server stop followed by
server start.

unset homedir_path This option sets the login directory of normal users to the default ‘-*. Changes
take effect when the FTP server is restarted using server stop followed by server start.

show Displays the list of all configurable options and their values. Use the set command to modify
these values.

session show Displays the number of current FTP sessions for each node.
session showdetail [filter_options] Displays the details of the current FTP sessions.
session terminate session_id Terminates the FTP session using the session id.

logupload url [nodename] Uploads FTP logs to the URL url. The url supports FTP and SCP. If
the nodename is specified, only logs from the nodename are uploaded. The default name for the
uploaded file is ftp_log.tar.gz. Passwords added directly to the url are not supported.

local user addusername Add alocal FTP user with name username. This user gets authenticated
when security is set to local. This command prompts for a password to be set for this user. The
default home-directory for a user is the same as the username. Users created using this command
can only access the files in their home directory and cannot see files of other users. Username can
contain up to 32 characters.

local user passwd username Change password for the local FTP user with name username.

local user delete username Delete the username of the FTP user. This does not delete the user-
name‘s home directory. Home directory for username still continues to exist after deletion of the
user.

local user show Show the list of users and information associated with the users.

8.1.
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local user set bandwidth username bandwidth Setthe bandwidth for username to bandwidth.
By default, there is no limit on the upload/download bandwidth limit for users. bandwidth is speci-
fied in Bytes/sec. Changes to this value are applicable for any new connections. If bandwidth is 0,
then bandwidth is reset to unlimited bandwidth.

local user set homedir username homedir Set the home directory for username to homedir.
This does not migrate any existing data from username‘s current home directory to homedir. home-
dir is relative to homedir_path that is set using set homedir_path. Changes to this value are applica-
ble for any new connections.

8.1.4 EXAMPLES

Start the FTP server.

FTP> server start

View the current status of the FTP server.

FTP> server status
FTP Status on node_1 : ONLINE
FTP Status on node_2 : ONLINE

Stop the FTP server. (Terminates any existing FTP sessions.)

FTP> server stop

Display the current FTP server configuration.

FTP> show
Parameter Current Value New Value
listen_port 21
listen_ipv6 no
max_connections 2000
max_conn_per_client 1000
passive_port_range 30000:40000
allow_non_ssl yes
idle_timeout 15 minutes
umask 177
anonymous_logon no yes
anonymous_write no
anonymous_login_dir /vx/ftpanon
user_logon yes
homedir_path /vx/ftphomes
allow_delete yes
security local
chroot_users yes
create_homedirs yes

Change the maximum number of concurrent FTP connections allowed on the FTP server (restarting the FTP server
will bring the changes into effect).

FTP> set max_connections 3000
Changes would be applicable after restart of FTP service.
Success.

FTP> show
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Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
allow_non_ssl
idle_timeout

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

FTP> server start
FTP> show
Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
allow_non_ssl
idle_timeout

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value New Value

no
2000 3000
1000

30000:40000

yes

15 minutes

177

yes

yes

/vx/ftp_fs/anon_dir

no

/vx/ftp_fs/users_dir

yes

local

yes

yes

Current Value

no

3000

1000

30000:40000

yes

15 minutes

177

yes

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
yes

local

yes

yes

Display the number of current FTP sessions.

FTP> session show

Max Sessions : 2000

Nodename

Current Sessions

To view the details of all the current FTP sessions.

FTP> session showdetail

Session ID User Client IP Server IP State File
node_1.1111 userl 10.209.105.219 10.209.105.111 1IDLE
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node_1.1112 user?2 10.209.106.11 10.209.105.111 IDLE
node_2.1113 user3 10.209.107.21 10.209.105.112 IDLE
node_1.1117 user4 10.209.105.219 10.209.105.111 RETR filel23
node_2.1118 userl 10.209.105.219 10.209.105.111 STOR file345
node_1.1121 userb 10.209.111.219 10.209.105.112 1IDLE
Upload the logs from all of the nodes to an SCP-based URL.

FTP> logupload scp://user@host:/path/to/directory
Password:
Collecting FTP logs, please wait.....
Uploading the logs to scp://user@host:/path/to/directory, please wait...done
Upload the logs from node_1 to an FTP-based URL.

FTP> logupload ftp://user@host:/path/to/directory node_1
Password:
Collecting FTP logs, please wait.....
Uploading the logs to ftp://user@host:/path/to/directory, please wait...done

8.1.5 SEE ALSO

server(1), show(1), set(1), session(1), logupload(1), local(1), unset(1)

84

Chapter 8. FTP Commands




Veritas Access Command Reference Guide Documentation, Release 7.3.1

8.2 local

8.2.1 SYNOPSIS

local user add username

local user passwd username

local user delete username

local user show

local user set bandwidth username bandwidth

local user set homedir username homedir

8.2.2 DESCRIPTION

The 1local commands add, delete, or display FTP users. Local users’ home directories are automatically created
when they login for the first time.

8.2.3 OPTIONS

bandwidth Upload or download bandwidth in Bytes/sec.

local user addusername Add alocal FTP user with name username. This user gets authenticated
when security is set to local. This command prompts for a password to be set for this user. The
default home directory for a user is the same as the username. Users created using this command
can only access the files in their home directory and cannot see files of other users. Username can
contain up to 32 characters.

local user passwd username Change password for the local FTP user with name username.

local user delete username Delete the username FTP user. This does not delete the username‘s
home directory. Home directory for username still continues to exist after deletion of the user.

local user show Show the list of users and information associated with the users.

local user set bandwidth username bandwidth Setthe bandwidth for username to bandwidth.
By default, there is no limit on upload/download bandwidth limit for users. bandwidth is specified
in Bytes/sec. Changes to this value are applicable for any new connections. If bandwidth is 0, then
download_bandwidth is reset to unlimited bandwidth.

local user set homedir username homedir Set the home directory for username to homedir.
This does not migrate any existing data from the username‘s current home directory to homedir.
homedir is relative to homedir_path that is set using set homedir_path. Changes to this value are
applicable for any new connections.

8.2.4 EXAMPLES

Adds a local FTP user localuserl.

FTP> local user add localuserl
Input password for localuserl.
Enter password:
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Re—enter password:
Success.

Changes the password for user localuserl.

FTP> local user passwd localuserl
Input password for localuserl.
Enter password:

Re—-enter password:

Success.

Deletes user localuserl.

FTP> local user delete localuserl
Success.

Show the list of local FTP users.

FTP> local user show

USER HOMEDIR BANDWIDTH
localuserl /localuserl -
localuser?2 /localuser?2 2046
localuser3 /localuser3 -
localuser4 /localuserd -

Changes the home directory of localuser4 /localuser4_new.

FTP> local user set homedir localuser3 /localuser4_new
Success.

FTP> local user show

USER HOMEDIR BANDWIDTH
localuserl /localuserl -
localuser?2 /localuser?2 2046
localuser3 /localuser3 -
localuser4d /localuserd4_new -

8.2.5 SEE ALSO

server(1), set(1)
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8.3 logupload

8.3.1 SYNOPSIS

logupload url [nodename]

8.3.2 DESCRIPTION

The 1ogupload command allows the user to upload the FTP server logs to url. The default name for the uploaded
file is ftp_log.tar.gz.

8.3.3 OPTIONS

nodename The node on which the operation occurs. A value of all indicates the operation takes place
on all of the nodes in the cluster.

logupload url [nodename] Uploads FTP logs to the URL url. The url supports FTP and SCP. If
nodename is specified, only logs from the node nodename are uploaded. The default name for the
uploaded file is ftp_log.tar.gz. Passwords added directly to the url are not supported.

8.3.4 EXAMPLES

To upload the logs from all of the nodes to an SCP-based URL.

FTP> logupload scp://user@host:/path/to/directory
Password:
Collecting FTP logs, please wait.....
Uploading the logs to scp://user@host:/path/to/directory, please wait...done

To upload the logs from node_1 to an FTP-based URL.

FTP> logupload ftp://user@host:/path/to/directory node_1
Password:
Collecting FTP logs, please wait.....
Uploading the logs to ftp://user@host:/path/to/directory, please wait...done

8.3.5 SEE ALSO

server(1), show(1), set(1), session(1)
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8.4 server

8.4.1 SYNOPSIS

server [startlstoplstatus]

8.4.2 DESCRIPTION

The FTP server command starts, stops, or checks the status of the FTP server. The server stop command
terminates any existing FTP sessions.

8.4.3 OPTIONS

server [startlstoplstatus] Start, stop, or check the status of the FTP server.

8.4.4 EXAMPLES

Start the FTP server. If the FTP server is already started, Veritas Access clears the faults (if any), and then tries to start
the FTP server.

FTP> server start
Success.
FTP> server status
FTP Status on node_1 : ONLINE
FTP Status on node_2 : ONLINE

Stop the FTP server. Terminates any existing FTP sessions.

FTP> server stop
Success.
FTP> server status
FTP Status on node_1 : OFFLINE
FTP Status on node_2 : OFFLINE

8.4.5 SEE ALSO

set(1), show(1), session(1), logupload(1)
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8.5 session

8.5.1 SYNOPSIS

session show
session showdetail [filter_options]

session terminate session_id

8.5.2 DESCRIPTION

The session commands allow the user to view or terminate the current FTP sessions to the server.

8.5.3 OPTIONS

session_id The unique identifier for each FTP session. It is the value that is displayed in session
showdetail.

filter_options The filter_options filter the sessions displayed in session showdetail. Filter options
include client_ip, server_ip, and user. Filter options can be combined by using ‘,’. If multiple filter
options are used, sessions matching all of the filter options are displayed.

session show Displays the number of current FTP sessions on each node.

session showdetail [filter_options] Displays the details of each session that matches the fil-
ter_options criteria. If no filter_options is specified, all the sessions are displayed. If multiple filter
options are provided, then sessions matching all the filter options are displayed. For each session,
user, client IP, server IP, session state (Uploading/Downloading/Idle), file (uploading/downloading
file) is displayed. A value of ‘?” for the user signifies the session is not authenticated yet.

session terminate session_id Terminates the session with the session ID as session_id. The ses-
sion_id is the value displayed in session showdetail.

8.5.4 EXAMPLES

To view the number of current FTP sessions.

FTP> session show

Max Sessions : 2000

Nodename Current Sessions
node_1 4

node_2 2

To view the details of all the current FTP sessions.

FTP> session showdetail

Session ID User Client IP Server IP State File
node_1.1111 userl 10.209.105.219 10.209.105.111 IDLE
node_1.1112 user2 10.209.106.11 10.209.105.111 IDLE
node_2.1113 user3 10.209.107.21 10.209.105.112 1IDLE
node_1.1117 userid 10.209.105.219 10.209.105.111 RETR filel23
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node_2.1118 userl 10.209.105.219 10.209.105.111 STOR file345
node_1.1121 userb 10.209.111.219 10.209.105.112 IDLE

To view the details of the current FTP sessions originating from client 10.209.107.21.

FTP> session showdetail client_ip=10.209.107.21
Session ID User Client IP Server IP State File

node_2.1113 user3 10.209.107.21 10.209.105.112 IDLE

To view the details of the current FTP sessions to the server IP 10.209.105.112.

FTP> session showdetail server_ip=10.209.105.112

Session ID User Client IP Server IP State File
node_2.1113 user3 10.209.107.21 10.209.105.112 IDLE
node_1.1121 user>5 10.209.111.219 10.209.105.112 1IDLE

To view the details of the current FTP sessions to the server IP 10.209.105.112 originating from client 10.209.107.21.

FTP> session showdetail server_ip=10.209.105.112,client_1ip=10.209.107.21
Session ID User Client IP Server IP State File

node_2.1113 user3 10.209.107.21 10.209.105.112 IDLE

To view the details of the current FTP sessions to the server IP 10.209.105.112 by user user3.

FTP> session showdetail server_ip=10.209.105.112,user=user3
Session ID User Client IP Server IP State File

node_2.1113 user3 10.209.107.21 10.209.105.112 IDLE

To terminate a FTP session that is displayed in session showdetail.

FTP> session terminate node_2.1113

Session node_2.1113 terminated

8.5.5 SEE ALSO

server(1), show(1), set(1), logupload(1)
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8.6 set

8.6.1 SYNOPSIS

set listen_port port_number

set listen_ipvé6 yeslno

set max_connections connections_number

set max_conn_per_client connections_number
set passive_port_range port_range

set idle_timeout time_in_minutes

set allow_non_ssl yesino

set umask file_umask

set anonymous_logon yeslno set anonymous_login_dir login_directory set anonymous_write
yeslno

set user_logon yeslno set homedir_path home_directory_path set allow_delete yesino set
security nis_ldapladsllocal set chroot_users yeslno set create_homedirs yeshno

8.6.2 DESCRIPTION

The set commands allow the user to set various configurable options for the FTP server.

8.6.3 OPTIONS

login_directory Login directory is the directory into which users login. The value of login_directory
starts with /vx.

home_directory_path The directory in which users home directories are created. The value of
home_directory_path starts with /vx/.

connections_number This is an integer, with a range between 1 to 9999. This value defines the maximum
number of simultaneous connections allowed for each node.

port_range The port_range specifies a range of ports represented as startingport:endingport. Both ports
are inclusive. The port numbers use a range from 30000 to 50000.

time_in_minutes Values for time_in_minutes range from 1 to 600. The time_in_minutes defines the
amount of idle time after which a session is disconnected.

set listen_port port_number This option specifies the port number on which the FTP service
should listen for connections. Valid values for this parameter range from 10 to 1023. The default
value of this parameter is 21. Changes to this value take effect when the FTP server is restarted using
server stop followed by server start.

set listen_ipvé6 yeslnp This option specifies if the FTP service should listen on IPv6 connections.
The default value of this parameter is no. Changes to this value take effect when the FTP server is
restarted using server stop followed by server start.

set max_connections connections_number This command specifies the maximum number of si-
multaneous FTP clients allowed per node. The default value of this parameter is 2000. Valid values
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for this parameter range from 1 to 9999. Changes to this value take effect when the FTP server is
restarted using server stop followed by server start.

set max_conn_per_client connections_number This option specifies the maximum number of
simultaneous FTP connections allowed per client IP per server node. Valid values for this parameter
range from 1 to 9999. The default value of this parameter is 2000. Changes to this value take effect
when the FTP server is restarted using server stop followed by server start.

set passive_port_range port_range This command specifies the range of port numbers to listen
on for passive FTP transfers. The port_range defines a range specified as startingport:endingport.
For example, a port_range of 30000:40000 specifies that port numbers starting from 30000 to 40000
can be used for passive FTP. Valid values for port numbers range from 30000 to 50000. The default
value of this option is 30000:40000. These changes take effect when the FTP server is restarted
using server stop followed by server start.

set idle_timeout tfime_in_minutes This command specifies the amount of time in minutes after
which an idle connection is disconnected. Valid values for fime_in_minutes range from 1 to 600.
The default value for time_in_minutes is 15 minutes. These changes take effect when the FTP server
is restarted using server stop followed by server start.

set allow_non_ssl yeslno This command specifies whether or not to allow non-secure (plain-text)
logins into the FTP server. Entering yes allows non-secure (plain-text) logins to succeed. Entering
no causes non-secure (plain-text) logins to fail. The default value for this parameter is yes. Changes
to this value take effect when the FTP server is restarted using server stop followed by server
start.

set umask file_umask The umask defines the mask for permissions with which files or directories are
created using FTP. If file_umask is set to 177, then new files are created as having permissions 600,
which defines rw . The owner of this file has read and write permissions to this file, members
in the users group do not have read/write permissions. Changes to this value take effect when the
FTP server is restarted using server stop followed by server start.

set anonymous_logon yesino This tells the FTP server whether or not to allow anonymous logins
to the FTP server. Entering yes allows anonymous users to login to the FTP server. Entering no does
not allow anonymous logins. The default value of this parameter is no. Changes to this value take
effect when the FTP server is restarted using server stop followed by server start.

set anonymous_login_dir login_directory This command specifies the login directory of anony-
mous users. Valid values of this parameter start with /vx/. The administrator must ensure that the
anonymous user (UID:40 GID:49 UNAME:ftp) has the appropriate permissions to read files in lo-
gin_directory. Changes to this value take effect when the FTP server is restarted using server
stop followed by server start.

set anonymous_write yesino This command specifies whether or not anonymous users can write
to their login directory. Enter yes to allow anonymous users to modify contents of their lo-
gin_directory. A value of no does not allow anonymous users to modify contents of their lo-
gin_directory. The administrator must ensure that anonymous user (UID:40 GID:49 UNAME:ftp)
has appropriate permissions to modify files in login_directory. The default value of this parameter
is no. Changes to this value take effect when the FTP server is restarted using server stop
followed by server start.

set user_logon yeslno This command specifies whether to allow FTP access for users. A value
of yes allows normal users(non-anonymous) to login. The default value of this parameter is yes.
Changes to this value take effect when the FTP server is restarted using server stop followed
by server start.

set homedir_path login_directory This option specifies the login directory of normal users. Valid
values of this parameter start with /vx/. Changes to this value take effect when the FTP server is
restarted using server stop followed by server start.
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set allow_delete yeslno This option specifies whether users are allowed to delete files on the FTP
server. A value of yes allows users to delete uploaded files. This option only affects users and does
not affect anonymous logins. Anonymous logins are never allowed to delete files. The default value
of this parameter is yes. Changes to this value take effect when the FTP server is restarted using
server stop followed by server start.

set security nis_ldapladsllocal This option specifies what kind of users are allowed to login to the
FTP server. A value of nis_Idap allows users configured on NIS or an LDAP server to login to the
FTP server, and users created using 1ocal user or from Windows active directory are not allowed
to login. A value of ads allows users configured on Windows active directory as specified in cifs
show, NIS/LDAP and 1ocal user users are not allowed to login. A value of local allows users
created using local user to login to the FTP server, and NIS/LDAP/AD users are not allowed
to login. Changes to this value take effect when the FTP server is restarted using server stop
followed by server start.

set chroot_users yeslno This options specifies whether users should be restricted to their home
directories. A value of yes limits users to his home directory. A value of no will allow users to
view files in parent directories, user will still be restricted of homedir_path. If security is
local, then chroot_users should be yes. Changes to this value take effect when the FTP server
is restarted using server stop followed by server start.

set create homedirs yesino This option specifies if home directories should be created when a
user logs in, if it does not exist. A value of yes lets FTP create the user’s home directory, if it does
not exist. If this is set to no, then there should already be a home directory created for this user
and the user should have permissions to read/execute in this directory, otherwise the login fails.
Changes to this value take effect when the FTP server is restarted using server stop followed
by server start.

8.6.4 EXAMPLES

Allows anonymous logins to the FTP server. Restart the FTP server to bring the changes into effect.

FTP> set anonymous_logon yes
Changes would be applicable after the restart of the FTP service.
Success.

FTP> show

Parameter Current Value New Value
listen_port 21

listen_ipveé no

max_connections 2000

max_conn_per_client 1000

passive_port_range 30000:40000

idle_timeout 15 minutes

allow_non_ssl yes

umask 177

anonymous_logon no yes
anonymous_write no

anonymous_login_dir /vx/ftpanon

user_logon yes

homedir_path /vx/ftphomes

allow_delete yes

security local

chroot_users yes

create_homedirs yes
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FTP> server stop
Success.
FTP> server start
Success.

FTP> show

Parameter Current Value
listen_port 21
listen_ipv6 no
max_connections 2000
max_conn_per_client 1000

passive_port_range
idle_timeout

30000:40000
15 minutes

allow_non_ssl yes

umask 177
anonymous_logon yes
anonymous_write no
anonymous_login_dir /vx/ftpanon
user_logon yes
homedir_path /vx/ftphomes
allow_delete yes
security local
chroot_users yes
create_homedirs yes

Allows anonymous users to have write permissions to their login directory on the FTP server. Restart the FTP server
to bring the changes into effect.

FTP> set anonymous_write yes

Changes would be applicable after restart of FTP service.

Success.

FTP> show

Parameter
listen_port
listen_ipvé6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

FTP> server stop
Success.

Current Value New Value

no

2000

1000
30000:40000
15 minutes
yes

177

yes

no yes
/vx/ftpanon
yes
/vx/ftphomes
yes

local

yes

yes
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FTP> server start
Success.

FTP> show

Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value

no
2000

1000
30000:40000
15 minutes
yes

177

yes

yes
/vx/ftpanon
yes
/vx/ftphomes
yes

local

yes

yes

Changes the login directory of the anonymous user on the FTP server. Restart the FTP server to bring the changes into

effect.

FTP> set anonymous_login_dir /vx/ftp_fs/anon_dir

Changes would be applicable after restart of FTP service.

Success.

FTP> show

Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

FTP> server stop
Success.

FTP> server start
Success.

Current Value New Value

no
2000

1000
30000:40000
15 minutes
yes

177

yes

yes
/vx/ftpanon
yes
/vx/ftphomes
yes

local

yes

yes

/vx/ftp_£fs/anon_dir
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FTP> show

Parameter Current Value
listen_port 21
listen_1ipvé6 no
max_connections 2000
max_conn_per_client 1000

passive_port_range
idle_timeout

30000:40000
15 minutes

allow_non_ssl yes

umask 177
anonymous_logon yes
anonymous_write yes
anonymous_login_dir /vx/ftp_fs/anon_dir
user_logon yes
homedir_path /vx/ftphomes
allow_delete yes

security local
chroot_users yes
create_homedirs yes

Allows only anonymous access to the FTP server, user access is denied. Restart the FTP server to bring the changes

into effect.

FTP> set user_logon no

Changes would be applicable after restart of FTP service.

Success.

FTP> server start
Success.

FTP> show

Parameter Current Value
listen_port 21
listen_ipvé no
max_connections 2000
max_conn_per_client 1000

passive_port_range
idle_timeout

30000:40000
15 minutes

allow_non_ssl yes

umask 177
anonymous_logon yes
anonymous_write yes
anonymous_login_dir /vx/ftp_fs/anon_dir
user_logon no
homedir_path /vx/ftphomes
allow_delete yes

security local
chroot_users yes
create_homedirs yes

Changes the login directory of the normal user (non-anonymous users) on the FTP server. Restart the FTP server to

bring the changes into effect.
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FTP> set homedir_path /vx/ftp_fs/users_dir

Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.
FTP> server start
Success.

Parameter

Current Value

listen_port 21
listen_ipvé no
max_connections 2000
max_conn_per_client 1000

passive_port_range
idle_timeout

30000:40000
15 minutes

allow_non_ssl yes

umask 177

anonymous_logon yes

anonymous_write yes
anonymous_login_dir /vx/ftp_fs/anon_dir
user_logon no

homedir_path /vx/ftp_fs/users_dir
allow_delete yes

security local

chroot_users yes

create_homedirs yes

Changes the maximum number of concurrent FTP connections allowed on the FTP server. Restart the FTP server to

bring the changes into effect.

FTP> set max_connections 3000
Changes would be applicable after restart of FTP service.
Success.

FTP> server stop
Success.

FTP> server start

Success.

FTP> show

Parameter Current Value
listen_port 21

listen_ipv6 no

max_connections 3000
max_conn_per_client 1000
passive_port_range 30000:40000
idle_timeout 15 minutes
allow_non_ssl yes

umask 177

anonymous_logon yes

anonymous_write yes
anonymous_login_dir /vx/ftp_fs/anon_dir
user_logon no
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homedir_path /vx/ftp_fs/users_dir
allow_delete yes

security local

chroot_users yes

create_homedirs yes

Changes the maximum number of concurrent FTP connections allowed to the FTP server from a client IP. Restart the
FTP server to bring the changes into effect.

FTP> set max_conn_per_client 500
Changes would be applicable after restart of FTP service.
Success.

FTP> server stop
Success.

FTP> server start

Success.

FTP> show

Parameter Current Value
listen_port 21

listen_ipvé no

max_connections 3000
max_conn_per_client 500
passive_port_range 30000:40000
idle_timeout 15 minutes
allow_non_ssl yes

umask 177

anonymous_logon yes

anonymous_write yes
anonymous_login_dir /vx/ftp_fs/anon_dir
user_logon no

homedir_path /vx/ftp_fs/users_dir
allow_delete yes

security local

chroot_users yes

create_homedirs yes

Allows only secure (SSL) logins and rejects plain-text logins. Restart the FTP server to bring the changes into effect.

FTP> set allow_non_ssl no
Changes would be applicable after restart of FTP service.
Success.

FTP> server stop
Success.

FTP> server start

Success.

FTP> show

Parameter Current Value
listen_port 21
listen_ipv6 no
max_connections 3000
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max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

500

30000:40000

15 minutes

no

177

yes

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
yes

local

yes

yes

Changes the passive port range to 35000:45000. Restart the FTP server to bring the changes into effect.

FTP> set passive_port_range 35000:45000

Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.

FTP> server start
Success.

FTP> show
Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl
anonymous_logon
umask
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value

no

3000

500

35000:45000

15 minutes

no

yes

177

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
yes

local

yes

yes

Changes the idle timeout value to 300. Restart the FTP server to bring the changes into effect.

FTP> set idle_timeout 300

Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.
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FTP> server start
Success.

FTP> show

Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value

no
3000

500

35000:45000

300 minutes

no

177

yes

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
yes

local

yes

yes

Changes the write access to users to deny delete operations. Restart the FTP server to bring the changes into effect.

FTP> set allow_delete no
Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.

FTP> server start
Success.

FTP> show

Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value

no
3000

500

35000:45000

300 minutes

no

177

yes

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
no

local

yes

yes
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Changes the port on which FTP service will listen for incoming connections. Restart the FTP server to bring the

changes into effect.

FTP> set listen_port 24

Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.

FTP> server start
Success.

FTP> show

Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value

no
3000

500

35000:45000

300 minutes

no

177

yes

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
no

local

yes

yes

Changes the users’ database from local to NIS/LDAP. Restart the FTP server to bring the changes into effect.

FTP> set security nis_ldap

Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.

FTP> server start
Success.

FTP> show
Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl
umask
anonymous_logon
anonymous_write

Current Value

no
3000

500
35000:45000
300 minutes
no

177

yes

yes
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anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
no

nis_ldap

yes

yes

Allows users to read parent directories of their home directories. Restart the FTP server to bring the changes into

effect.

FTP> set chroot_users no
Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.

FTP> server start
Success.

FTP> show

Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value

no

3000

500

35000:45000

300 minutes

no

177

yes

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
no

nis_ldap

no

yes

Do not automatically create home directories for users when they login. Restart the FTP server to bring the changes

into effect.

FTP> set create_homedirs no
Changes would be applicable after restart of FTP service.

Success.

FTP> server stop
Success.

FTP> server start
Success.

FTP> show
Parameter

Current Value
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listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
idle_timeout
allow_non_ssl

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

24

no

3000

500

35000:45000

300 minutes

no

177

yes

yes
/vx/ftp_fs/anon_dir
no
/vx/ftp_fs/users_dir
no

nis_ldap

no

no

8.6.5 SEE ALSO

server(1), show(1), local(1), unset(1)
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8.7 show

8.7.1 SYNOPSIS

show

8.7.2 DESCRIPTION

The show command displays the list of all the configurable options and their values. These are the settings that have
been configured primarily with the set command.

8.7.3 EXAMPLES

Display the current FTP server configuration.

FTP> show

Parameter
listen_port
listen_ipv6
max_connections
max_conn_per_client
passive_port_range
allow_non_ssl
idle_timeout

umask
anonymous_logon
anonymous_write
anonymous_login_dir
user_logon
homedir_path
allow_delete
security
chroot_users
create_homedirs

Current Value

no
2000

2000
30000:40000
yes

15 minutes
177

no

yes

/vx/fs_1

yes

/vx/fs_1 test
yes

local

yes

yes

New Value

yes

8.7.4 SEE ALSO

set(1), server(1), session(1), logupload(1)

=== unset ===
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8.8 SYNOPSIS

unset anonymous_login_dir

unset homedir_path
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8.9 DESCRIPTION

The unset commands allow the user to set the login directory of normal and anonymous users to the default value
for the FTP server.
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8.10 OPTIONS

unset anonymous_login_dir This option sets the login directory of anonymous users to its de-
fault ‘-. Changes take effect when the FTP server is restarted using server stop followed by
server start.

unset homedir_path This option sets the login directory of normal users to its default ‘-*. Changes
take effect when the FTP server is restarted using server stop followed by server start.
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8.11 EXAMPLES

Unset the login directory of the anonymous user on the FTP server. Restart the FTP server to bring the changes into
effect.

FTP> unset anonymous_login_dir

ACCESS Ftp INFO V-288-0 Changes would be applicable after restart of FTP service.
ACCESS Ftp SUCCESS V-288-0 anonymous_login_dir set to the default '-'.

FTP> show

Parameter Current Value New Value
listen_port 21

listen_ipvé6 no

max_connections 2000

max_conn_per_client 1000

passive_port_range
idle_timeout

30000:40000
15 minutes

allow_non_ssl yes

umask 177
anonymous_logon yes
anonymous_write yes
anonymous_login_dir /vx/ftpanon -
user_logon yes
homedir_path /vx/ftphomes
allow_delete yes

security local
chroot_users yes
create_homedirs yes

FTP> server stop
Success.

FTP> server start
Success.

FTP> show

Parameter Current Value
listen_port 21
listen_ipv6 no
max_connections 2000
max_conn_per_client 1000

passive_port_range
idle_timeout

30000:40000
15 minutes

allow_non_ssl yes
umask 177
anonymous_logon yes
anonymous_write yes
anonymous_login_dir -
user_logon yes
homedir_path /vx/ftphomes
allow_delete yes
security local
chroot_users yes
create_homedirs yes
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Unset the login directory of the normal user (non-anonymous users) on the FTP server. Restart the FTP server to bring
the changes into effect.

FTP> unset homedir_path

ACCESS Ftp INFO V-288-0 Changes would be applicable after restart of FTP service.
ACCESS Ftp SUCCESS V-288-0 homedir_path set to the default '-'.

FTP> server stop

Success.

FTP> server start

Success.

Parameter Current Value
listen_port 21
listen_ipvé no
max_connections 2000
max_conn_per_client 1000
passive_port_range 30000:40000
idle_timeout 15 minutes
allow_non_ssl yes

umask 177
anonymous_logon yes
anonymous_write yes
anonymous_login_dir -
user_logon no
homedir_path -
allow_delete yes
security local
chroot_users yes
create_homedirs yes

8.11. EXAMPLES 109




Veritas Access Command Reference Guide Documentation, Release 7.3.1

8.12 SEE ALSO

server(1), show(1), local(1), set(1)
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Network Commands

9.1 network

9.1.1 SYNOPSIS

ping destination [nodename] [devicename] [packets)

dns show

dns enable

dns disable

firewall status

firewall enable

firewall disable

dns set domainname domainname

dns set nameservers nameserverl [nameserver2] [nameserver3]
dns clear domainname

dns clear nameservers

show

nis show [usersigroupsinetgroups]

nis disable

nis enable

nis set servername servername

nis set domainname [domainname])

nsswitch show

nsswitch conf { grouplhostsinetgrouplpasswdlshadow }

valuel value2 value3
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ip
ip
ip
ip
ip
ip
ip
ip
ip
ip

link
link
addr
addr
addr
addr
addr

rout

set nodename device { up | down | mtu MTU }

show [nodename] [device]

modify oldipaddr newipaddr { netmas | prefix }

del ipaddr

add ipaddr { netmask | prefix } type [device] [nodename]
online ipaddr nodename

show

e show [nodename]

route add nodename ipaddr { netmask | prefix } via gateway [dev device]

rout

e del nodename ipaddr { netmask | prefix }

ldap enable

ldap disable

ldap show [userslgroupsinetgroups]

ldap set { serverlportlbasednlbinddnlsslirootbinddnl

users-basednlgroups-basednlnetgroups-basednlpassword-hash } value

ldap get { serverlportlbasednlbinddnlsslirootbinddnl

users-basednlgroups-basednlnetgroups-basednlpassword-hash }

bond show

bond create interfacelist mode

bond remove bondname

netgroup add groupname memberlist

netgroup delete groupname [memberlist]

netgroup show [groupname]

vlan show

vlan add device vian_id

vlan del vilan_device

device

device

device

device

device

device

device

device

add devicename

remove devicename

rename old_name with new_name nodename
identify devicename nodename [timeout]

1ist nodename

ipmonitor add devicename ipaddressl [, ipaddress2,...]

ipmonitor del devicename

ipmonitor show

swap interfacel interface2 [nodename]

pciexclusion show
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pciexclusion add pcilist

pciexclusion delete pci

krb standalone set kdc_server kerberos_realm keytab_file
krb standalone unset

krb standalone show

9.1.2 DESCRIPTION

These network commands are used to configure DNS, NIS, LDAP client, IP, and check the status.

9.1.3 OPTIONS

pingdestination [nodename] [devicename] [packets] Test whether a particular host or gateway is
reachable across an IP network.

dns show Display the current DNS settings. Shows whether DNS is enabled or disabled, and the
current values for the domain name and name servers.

dns enable Enable DNS usage.
dns disable Disable DNS usage.
firewall status Display whether the current firewall status is enabled or disabled.

firewall enable Enable the firewall setting to allow specific IPs to connect to the ports while block-
ing other connections.

firewall enable Disable the firewall setting.

dns set domainname domainname Setthe domain name of the server to domainname. To clear the
domain name, use dns clear domainname.

dns set nameservers nameserverl [nameserver2] [nameserver3] Modify the DNS name servers
that are used. Specify the name servers in the order in which the name servers are to be used. Specify
up to three name servers. To clear the name servers list, use the dns clear nameservers
command.

dns clear domainname Clear the domain name used by DNS.

dns clear nameservers Clear the name servers list used by DNS.

show Display the network configuration and statistics on all the available nodes.

nis show Display the NIS server name and domain name.

nis show users Display NIS users that are available in the NIS database.

nis show groups Display NIS groups that are available in the NIS database.
nis show netgroups Display NIS netgroups that are available in the NIS database.
nis disable Disable the NIS clients on all the nodes.

nis enable Enable NIS clients on all the nodes.

nis set servername servername Setthe NIS server name on all the nodes.
nis set domainname [domainname] Set the NIS domain name on all the nodes.

nsswitch show Display the name service switch configuration.
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nsswitch conf { grouplhostsinetgrouplpasswdlshadow } valuel value2 value3 Configure the
method for the name service switch lookup process.

ip link set nodename device { up | down | mtu MTU } Change device attributes. Use all to
change the attributes on all nodes.

ip link show [nodename] [device] Display device attributes.

ip addr modify oldipaddr newipaddr { netmask | prefix } Modify an IP address used by the cluster.
ip addr del ipaddr Delete an IP address.

ip addr addipaddr { netmask*|*prefix } type [device] [nodename] Add a new IP address.

ip addr online ipaddr nodename Bring an IP address used by the cluster online on any running node in
the cluster.

ip addr show Display IP addresses and their properties.

ip route show [rodename] Display route entries in the routing table for the cluster.

ip route add nodename ipaddr { netmask | prefix } via gateway [dev device] Add a new route.
ip route del nodename ipaddr { netmask | prefix } Delete a route used by the cluster.

ldap enable Enable the LDAP client, and configure the Pluggable Authentication Module (PAM)
configuration files to use LDAP.

ldap disable Disable the LDAP client, and configure PAM configuration files not to use LDAP.
ldap show Show the LDAP client configuration.

ldap show users Show LDAP users that are available in the NSS database.

ldap show groups Show LDAP groups that are available in the NSS database.

ldap show netgroups Show LDAP netgroups that are available in the NSS database.

ldap set server value Setthe LDAP server’s host name or IP address. This setting is mandatory.
ldap set port value Setthe LDAP server’s port. Default value is 389.

ldap set basednvalue Setthe LDAP base Distinguished Name (DN). This setting is mandatory.

ldap set ssl {onloff } Set LDAP over Secure Sockets Layer (SSL) on or off. Set to “on” if your
LDAP server supports SSL. Certificates required for SSL are auto-negotiated with the LDAP server
during session establishment. The default value is “off.” This setting is mandatory.

ldap set binddn value Setthe LDAP bind DN and its password. This DN is used to bind with the
LDAP server for read access. For authentication, read access to most of the attributes is required.
This setting is mandatory.

ldap set rootbinddn value Setthe LDAP root bind DN and its password. This DN is used to bind
with the LDAP server for write access. This setting is not required for authentication. To change
some attributes of an LDAP entry, this DN is required. For example, changing a user’s password by
root (uid=0) user requires System Administrator privileges to write into the LDAP directory. This
setting is optional.

ldap set users-basedn value Setthe LDAP users base DN. This DN is used by the authentica-
tion system (PAM and NSS) to search LDAP users. This setting is mandatory.

ldap set groups-basedn value Setthe LDAP groups base DN. This DN is used by the authenti-
cation system (PAM and NSS) to search the LDAP groups. This setting is mandatory.

ldap set netgroups-basedn value Set the LDAP netgroups base DN. This DN is used by the
authentication system (PAM and NSS) to search the LDAP netgroups. This setting is mandatory.
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ldap set password-hash { clearlcryptimdS } Set the password hash to use when setting an
LDAP user’s password. The password will be encrypted with the configured hash algorithm be-
fore sending it to the LDAP server for storing into the LDAP directory. This setting is optional.

ldap get { serverlportlbasednlbinddnlsslirootbinddnl| users-basednigroups-basednlnetgroups-basednlpassword-hash }
Get the values of the configured settings.

bond show Display the bond settings.

bond create interfacelist mode { 0111213141516 balance-rr | active-backup | balance-xor | broadcast |
802.3ad | balance-tIb | balance-alb }:

Create the bond of listed interfaces in a specified mode.
bond remove bondname Remove the bond configuration of given bondname.
netgroup add groupname memberlist Add members to a existing netgroup or create a new netgroup.

netgroup delete groupname [memberlist] Delete the members of an existing netgroup or delete
whole netgroup.

netgroup show [groupname] Display the netgroup settings.

vlan show Display the current VLAN devices.

vlan adddevice vian_id Add a VLAN device with interface device and VLAN id as vian_id.
vlan del vian_device Delete the VLAN device vian_device

device adddevicename Add a NIC device devicename in cluster.

device remove devicename Remove NIC device devicename from cluster.

device rename old name with new_name nodename Rename NIC device old name with
new_name on given node nodename of cluster.

device identify devicename nodename [timeout] ldentify interface devicename by sight on given
node nodename of cluster. Optional timeout can be specified. Default timeout is 120 sec.

device list nodename List all plugged NIC devices on node nodename.

device ipmonitor add devicename ipaddressl [, ipaddress2,...] Add monitoring IP address(es)
for public NIC devices.

device ipmonitor del devicename Delete the existing configuration of monitoring IP address(es)
for a NIC device.

device ipmonitor show Display IP address(es) monitoring information for NIC devices.
swap interfacel interface2 [nodename] Swap two network interfaces on a node in the cluster.
pciexclusion show This command displays the PCI Id those have been provided for exclusion.

pciexclusion add [pci_list] This commands allows administrator to add specific PCI Busld(s) for
exclusion. These values must be provided before doing installation, then only it enables to exclude
PCI from second node installation.

pciexclusion delete [pci] This commands allows administrator to delete given PCI Id from ex-
clusion. This command must be used before doing installation then only it takes effect.

krb standalone set kdc_server kerberos_realm keytab_file This command is used to enable Ker-
beros authentication for NFS on Veritas Access.

krb standlaone show Display the Kerberos configuration.

krb standalone unset Reset the Kerberos configuration.
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9.1.4 SEE ALSO

bond(1), dns(1), ip(1), Idap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), swap(1l), pciex-
clusion(1), krb(1)
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9.2

bond

9.2.1 SYNOPSIS

bond
bond
bond
bond
bond

show

create interfaceList mode
remove bondname
private-links-create

private—links—-remove

9.2.2 DESCRIPTION

The b

ond command is used to view, create, or remove the bonding of Ethernet interfaces.

9.2.3 OPTIONS

interfacelist interfaceList is the comma-separated list of public devices to be bonded.
mode Bonding of Ethernet interfaces can be done with the following types of modes

balance-rr or 0 Transmit packets in sequential order from the first available slave through the last. This
mode provides load balancing and fault tolerance.:

active-backup or 1 Only one slave in the bond is active. A different slave becomes active if, and only
if, the active slave fails.The bond’s MAC address is externally visible on only one port (Ethernet
interface) to avoid confusing the switch.

balance-xor or 2 Transmit based on the selected transmit hash policy. The default policy is a simple
[(source MAC address XOR’d with destination MAC address) modulo slave count]. Alternate trans-
mit policies may be selected via the xmit_hash_policy option. This mode provides load balancing
and fault tolerance.

broadcast or 3 Transmits everything on all slave interfaces. This mode provides fault tolerance.

802.3ad or 4 Creates aggregation groups that share the same speed and duplex settings. Utilizes all slaves
in the active aggregator according to the 802.3ad specification.:

balance-tlb or 5 Channel bonding that does not require any special switch support. The outgoing traffic
is distributed according to the current load (computed relative to the speed) on each slave. Incoming
traffic is received by the current slave. If the receiving slave fails, another slave takes over the MAC
address of the failed receiving slave.

balance-alb or 6 Includes balance-tlb plus receive load balancing (RLB) for IPV4 traffic, and does not
require any special switch support. The receive load balancing is achieved by ARP negotiation.:

bond show Show the current bonding settings.

bond create interfaceList mode Create the bond of devices given as interfaceList, in a given mode.
During bond creation, ssh connection may be disconnected. The MTU of a bond in-
terface is calculated as minimum of the MTUs of the bonded interfaces.

bond remove bondname Remove the bonding of Ethernet interfaces for the given bondname. During
bond remove, ssh connection may be disconnected.
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bond priv-create Create the bond for the private interfaces(privethO & privethl) with mode
0 (balance-rr). Veritas Access supports only mode 0 for the private
interfaces. During bond creation, Veritas Access will offline all service
groups, and you will need to run this command using the server
console. The MTU of a bond interface is calculated as minimum of the MTUs of the bonded
interfaces.

bond priv-remove Remove the bonding of private interfaces (privethO & privethl) for the cluster.
During bond remove, Veritas Access will offline all service groups, and
you will need to run this command using server console.

9.2.4 EXAMPLES

Display the bond settings.

Network> bond show
BONDNAME MODE DEVICES

bond0 active-backup pubethl pubeth?2

Network> bond show
BONDNAME MODE DEVICES

privbond0 balance-rr privethO privethl

Create the bond of the devices given as interfaceList in a specified mode.

Network> bond create pubethl,pubeth2 1
100% [#] Bonding interfaces. Please wait...
bond created, the bond name is: bond0

Remove the bond settings of the entered bondname.

Network> bond remove bond0
100% [#] Removing Bond bond0O. Please wait...
bond removed : bondO

Create the bond for private interfaces (privethO & privethl). You don’t need to input the mode here, as Veritas Access
sets the mode by default.

Network>bond priv-create
WARNING: Creating a bond on private interfaces will OFFLINE all services. Verify all |
—private interfaces are connected using a switch.
Do you want to continue (y/n) vy
100% [#] Bonding interfaces. Please wait...
Private interfaces bond created, the bondname is: privbondO.

Remove the bond settings for the private interface bond.

Network> bond priv-remove
WARNING: Removing a bond on private interfaces will OFFLINE all services.
Do you want to continue (y/n) vy
100% [#] Removing private interface bond privbondO. Please wait...
Private interfaces bond removed : privbondO

Change in MTU during bond creation.
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Network> ip link show

Nodename

node5_2

Device
pubethO
pubethl
pubethO
pubethl

Status
UP
UP
UpP
UP

MTU

1500
1000
1600
1600

Network> bond create pubethO,pubethl 1

100% [#] Bonding interfaces.
bond created, the bond name is:

Network> ip link show

Nodename

Device
pubethO
pubethl
bond0
pubethO
pubethl
bond0

Status

Please wait...
bond0

MTU

1000
1000
1000
1600
1600
1600

Detect
yes
yes
yes
yes

Detect

yes
yes

yes
yes

100Mb/s
100Mb/s
100Mb/s
100Mb/s

100Mb/s
100Mb/s
100Mb/s
100Mb/s

HWaddr

HWaddr

00:0c:29:
00:0c:29:
00:0c:29:
00:0c:29:
00:0c:29:
00:0c:29:

:a8:
:a8:
:da:
:da:

ag:
ag:
as8:
da:
da:
da:

9d:
9d:
c9:
c9:

9d:
9d:
9d:
c9:
c9:
c9:

£3
fd
e2
ec

3
fd
f£3
e2
ec
e2

9.2.5 SEE ALSO

dns(1), ip(1), ldap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), swap(1), pciexclusion(1)
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9.3 device

9.3.1 SYNOPSIS

device add devicename

device remove devicename

device rename old_name with new_name nodename

device identify devicename nodename [timeout)

device list nodename

device ipmonitor add devicename ipaddressl*[,*ipaddress2,...]
device ipmonitor del devicename

device ipmonitor show

9.3.2 DESCRIPTION

The network device command is used to add, remove, rename, identify and list NIC devices from Veritas Access-
cluster.

A new NIC device or an existing unused/excluded device can be added to Veritas Accesscluster by using the device
add command. The given device must be present on all the nodes of the cluster.

device remove command removes the device from cluster control, and if required it can be unplugged from cluster
node. When device is removed, all physical and virtual IPs will be deleted from that NIC device. All physical IPs will
be kept in free list and will be available for reuse, virtual IPs will not be available for reuse. One need to re-add virtual
IPs in case of reuse. After deleting device from Veritas Accesscluster it will be renamed with eth#, where # is lowest
available number for interface index in name ‘eth’. And because of this new name may not be same as old eth# name.

Device names can be changed by using the device rename command. Only device of name prefix ‘eth’ can be
renamed. Device with new name should not be present on any node of the cluster. In case of mismatches in names of
newly added NICs in cluster, one can rename those devices and then add devices in cluster.

device identify command will start visual indicators on NIC hardware if supported and available. This helps
to locate the actual, physical NIC on the node. By default the timeout value is 120 seconds.

device list command will print bus IDs and MAC addresses of all the devices on the given node irrespective of
NICs PCI exclusion state.

device ipmonitor add command will add monitoring IP address(es) for public NIC devices. Use all to
configure ipmonitor for all public devices. A device is considered to be in working condition if it is able to ping at
lease one of the monitoring IP addresses.

device ipmonitor del command will delete the existing configuration of monitoring IP address(es) for a NIC
device. Use all to delete ipmonitor for all devices.

device ipmonitor show command will display IP address(es) monitoring information for NIC devices along
with the state of the NIC devices.

9.3.3 OPTIONS

nodename The node on which the operation should takes place.

devicename Device on which the operation should takes place.
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old_name Present interface name.
new_name Expected new interface name.

timeout Input time in seconds.

9.3.4 EXAMPLES

Display the devices.

Network> device list cls_01
Device BusID MAC Addr Device Info
privethO 0000:02:00.0 00:50:56:be:00:9e 82545EM Gigabit Ethernet Controller
— (Copper)
privethl 0000:02:01.0 00:50:56:be:00:9f 82545EM Gigabit Ethernet Controller
— (Copper)
pubethO 0000:02:02.0 00:50:56:be:00:a0 82545EM Gigabit Ethernet Controller
— (Copper)
pubethl 0000:02:03.0 00:50:56:be:00:al 82545EM Gigabit Ethernet Controller
— (Copper)
ethl 0000:02:05.0 00:0c:29:7d:d2:8a 82545EM Gigabit Ethernet Controller
— (Copper)
eth?2 0000:02:06.0 00:0c:29:7d:d2:94 82545EM Gigabit Ethernet Controller
— (Copper)
To add a device with the name eth2.

Network> device add eth2
Network> device list cls_01
Device BusID MAC Addr Device Info
privethO 0000:02:00.0 00:50:56:be:00:9e 82545EM Gigabit Ethernet Controller
— (Copper)
privethl 0000:02:01.0 00:50:56:be:00:9f 82545EM Gigabit Ethernet Controller
— (Copper)
pubethO 0000:02:02.0 00:50:56:be:00:a0 82545EM Gigabit Ethernet Controller
— (Copper)
pubethl 0000:02:03.0 00:50:56:be:00:al 82545EM Gigabit Ethernet Controller
— (Copper)
ethl 0000:02:05.0 00:0c:29:7d:d2:8a 82545EM Gigabit Ethernet Controller
— (Copper)
pubeth2 0000:02:06.0 00:0c:29:7d:d2:94 82545EM Gigabit Ethernet Controller
— (Copper)

To delete a device pubeth?2 that is shown in the output of device list.

Network> device remove pubeth2

Network> device list cls_01

Device BusID MAC Addr Device Info

privethO 0000:02:00.0 00:50:56:be:00:9e 82545EM Gigabit Ethernet Controller

— (Copper)

privethl 0000:02:01.0 00:50:56:be:00:9f 82545EM Gigabit Ethernet Controller

— (Copper)

pubethO 0000:02:02.0 00:50:56:be:00:a0 82545EM Gigabit Ethernet Controller
((‘mpppr)
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pubethl 0000:02:03.0 00:50:56:be:00:al 82545EM Gigabit Ethernet Controller
— (Copper)
ethl 0000:02:05.0 00:0c:29:7d:d2:8a 82545EM Gigabit Ethernet Controller
— (Copper)
eth?2 0000:02:06.0 00:0c:29:7d:d2:94 82545EM Gigabit Ethernet Controller
— (Copper)

To identify a device ethl on cluster node 1 with a timeout of 60 seconds.

’Network> device identify ethl cls_01 60

To rename device eth1 with ethO on cluster node 1.

’Network> device rename ethl with ethO cls_01

To add a monitoring IP addresses for device pubethO.

’Network> device ipmonitor add pubeth0O 10.29.29.29,10.29.29.30

To delete the monitoring IP addresses for all public devices.

’Network> device ipmonitor del all

To show the monitoring IP addresses for all public devices.

Network> device ipmonitor show
Device Monitor IPs dsga_01 dsga_02
pubeth0 10.209.107.55 ONLINE ONLINE
pubethl 10.209.107.55 ONLINE ONLINE

9.3.5 SEE ALSO

bond(1), dns(1), ip(1), 1dap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), swap(1), pciexclusion(1)

122 Chapter 9. Network Commands



Veritas Access Command Reference Guide Documentation, Release 7.3.1

9.4 dns

9.4.1 SYNOPSIS

dns show

dns enable

dns disable

dns set domainname domainname

dns set nameservers nameserverl [nameserver2] [nameserver3]

dns set searchdomains searchdomainl [,searchdomain2] [,searchdomain3]
dns clear domainname

dns clear nameservers

9.4.2 DESCRIPTION

The network dns command is used to view or change the DNS settings.

9.4.3 OPTIONS

dns show Show the current DNS settings. Show whether DNS is enabled or disabled, and the current
values for the domain name and name servers.

dns enable Enable DNS usage.
dns disable Disable DNS usage.

dns set domainname domainname Setthe domain name of the server to domainname. To clear the
domain name, use dns clear domainname.

dns set nameservers nameserverl [nameserver2] [nameserver3] Modify the DNS name servers
that are used. Specify the name servers in the order in which the name servers should be used.
Specify up to three name servers. To clear the name servers list, use dns clear nameservers.

dns set searchdomains searchdomainl*[,searchdomain2*][,searchdomain3] Modify the DNS
search domains that are used. Specify the search domains in the order in which the search domains
should be used.

dns clear domainname Clear the domain name used by DNS.

dns clear nameservers Clear the name servers list used by DNS.

9.4.4 EXAMPLES

Display the current DNS settings.

Network> dns show

DNS Status : Enabled
domain : clusterl.com
nameserver : 10.216.50.132

Show and then enable the usage of DNS.
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Network> dns show
DNS Status : Disabled
0ld Settings
domain : clusterl.com
nameserver : 10.216.50.132
network> dns enable
network> dns show

DNS Status : Enabled

domain : clusterl.com
nameserver : 10.216.50.132

Disable the usage of DNS.

Network> dns disable
Network> dns show
DNS Status : Disabled
0ld Settings
domain : clusterl.com
nameserver : 10.216.50.132

Change the DNS domainname.

Network> dns set domainname example.com
Network> dns show

DNS Status : Enabled
domain : example.com
nameserver : 10.216.50.132

Clear the domain name being used.

Network> dns clear domainname
Network> dns show
DNS Status : Enabled
nameserver : 10.216.50.132

Set the name servers as 10.216.50.199 and 10.216.50.200.

Network> dns set nameservers 10.216.50.199 10.216.50.200
Network> dns show

DNS Status : Enabled
nameserver : 10.216.50.199
nameserver : 10.216.50.200

Remove all name servers that are being used.

Network> dns clear nameservers
Network> dns show
DNS Status : Enabled

9.4.5 SEE ALSO

bond(1), ip(1), Idap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), swap(1), pciexclusion(1)
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9.5 firewall

9.5.1 SYNOPSIS

firewall status
firewall enable

firewall disable

9.5.2 DESCRIPTION

The network firewall command is used to view or change the firewall settings.

9.5.3 OPTIONS

firewall status Display whether the current firewall status is enabled or disabled.

firewall enable Enable the firewall setting to allow specific IPs to connect to the ports while block-
ing other connections.

firewall disable Disable the firewall setting and allow connections on any port from any IP. Ap-
plied rules do not work when the firewall setting is disabled.

9.5.4 EXAMPLES

Display the current firewall settings.

Network> firewall status
Firewall status : DISABLED

Enable firewall.

Network> firewall enable
ACCESS net INFO V-288-0 Firewall successfully enabled

Disable firewall.

Network> firewall disable
It is not advisable to disable firewall. Do you want you continue (y/n): y
ACCESS net INFO V-288-0 Firewall successfully disabled

9.5.5 SEE ALSO

bond(1), ip(1), nis(1), nsswitch(1), ping(1), show(1), device(1)
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9.6 ip

9.6.1 SYNOPSIS

ip
ip
ip
ip
ip
ip
ip
ip
ip

ip

link set nodename device { up | down | mtu MTU }
link show [nodename] [device]
addr modify oldipaddr newipaddr { netmask | prefix }
addr del ipaddr
addr add ipaddr { netmask | prefix } type [device] [nodename]
addr online ipaddr nodename
addr show
route show [nodename]
route add nodename ipaddr { netmask | prefix }
via gateway [dev device]

route del nodename ipaddr { netmask | prefix }

9.6.2 OPTIONS

nodename Node on which the operation takes place.g A value of a1l indicates the operation takes place
on all nodes of the cluster.

device Device on which the operation takes place.

ipaddr Specifies the IP address. You can specify either an IPv4 address, or an IPv6 address.

oldipaddr Specifies the old IP address to be modified.g

newipaddr Specifies what the new IP address will be.

netmask Netmask for the IPv4 address. Specify an IPv4 address in the format AAA.BBB.CCC.DDD,
where each number ranges from 0 to 255.

prefix Prefix length for the IPv6 address. The accepted range is 0-128 integers.

up Changes the state of the device to up.

down Changes the state of the device to down.

mtu MTU The Maximum Transmission Unit (MTU) of the device.

type Specifies how the ipaddr should be used by the cluster. Theg rype can be physical or virtual.
Physical IP addresses are bound to an interface. Virtual IP addresses can be moved from one inter-
face to other. NFS is served using the virtual IP addresses.

ip link set nodename device { up | down | mtu MTU } Change network device attributes or states.
Use all to change attributes on all nodes. Devices that are part of a bond interface can not be
configured through this command. MTU changes to a bond interface get applied to all the interfaces
that are part of that bond. Note: Setting the incorrect MTU value will cause the console ip to be
unavailable.

ip link show [nodename] [device] Display device attributes.
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ip addr add ipaddr netmasklprefix type [device] [nodename] Add anew IP address. IP is a protocol
that allows addresses to be attached to a network device. Each device must have at least one address
to use the corresponding protocol. Both IPv4 and IPv6g addresses can be attached to one device.
The type can be physical or virtual The device attribute can be used with IP rype virtual If
the value fype is physical, and the value of device and nodename are valid given physical IP will
be added for input device. If no device and nodename configured input physical IP will be added to
free list.

ip addr delipaddr Delete an IP address from the cluster. Physical IP addresses can be deleted only
if they are not being used by any interface of any node in the cluster, or either type of physical IP
is present on interface. Minimum one type of physical IP should be present on interface. Virtual IP
addresses, except the console IP address, can be deleted.

ip addr modify oldipaddr newipaddr netmasklprefix Modify an IP address used by the cluster.
Physical IP addresses and virtual IP addresses can both be modified.g Virtual IP address modifi-
cations cause NFS connections on oldipaddr to be terminated.

ip addr online ipaddr nodename Bring an IP address online for a running node of the cluster.
ip addr show Shows the IP addresses being used.

ip route add nodename ipaddr netmasklprefix via gateway [dev device] Add a new route for the
cluster. The routing table contains information about paths to other networked nodes. Routing table
changes can be made per node of the cluster. Use all for nodename to add the route to all nodes
of the cluster. Use a netmask(prefix for IPv6) value of 255.255.255.255(128 for IPv6)
for the netmask to add a host route to ipaddr. Use a valueof 0.0.0.0(:: for IPv6) forthe
gateway to add a route that does not use any gateway. The dev device is an optional argument.g
Use any of the public devices for the device (pubethO, pubethl, or any).

ip route del nodename ipaddr netmasklprefix Delete a route used by the cluster. Use all for
nodename to delete the route from all nodes of the cluster. The combination of ipaddr and netmask
specifies the network or hostg for which the route is deleted.g Use a value of 255.255.255.
255(128 for IPv6) for the netmasklprefix to delete a host route to ipaddr.

ip route show [rodename] Display the routing table of the nodes in the cluster. Use a1l to see the
routing table from all nodes of the cluster.

9.6.3 EXAMPLES

Display the current link attributes and states.

Network> ip link show

Nodename Device Status MTU Detect Speed HWaddr

nodeb5_1 pubethO UP 1500 vyes 100Mb/s 00:0c:29:a8:9d:£3
nodeb5_1 pubethl Up 1500 vyes 100Mb/s 00:0c:29:a8:9d:fd
nodeb5_2 pubethO Up 1500 vyes 100Mb/s 00:0c:29:da:c9:e2
nodeb5_2 pubethl UP 1500 vyes 100Mb/s 00:0c:29:da:c9:ec

View the attributes and state of a specific node and a specific interface.

Network> ip link show node5_2 pubethO
Nodename Device Status MTU Detect Speed HWaddr

nodeb5_2 pubethO Up 1500 vyes 100Mb/s 00:0c:29:a28:9d:£3

Set the MTU value on all nodes for a specific device.
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Network> ip link set all pubeth0O mtu 1600
Network> ip link show

Nodename Device Status MTU Detect Speed HWaddr

nodeb5_1 pubethO UP 1600 vyes 100Mb/s 00:0c:29:a8:9d:£3
nodeb5_1 pubethl UP 1500 vyes 100Mb/s 00:0c:29:a8:9d:fd
nodeb5_2 pubethO UP 1600 vyes 100Mb/s 00:0c:29:da:c9:e2
nodeb5_2 pubethl Up 1500 vyes 100Mb/s 00:0c:29:da:c9:ec

Display the IP addresses used by the cluster and their states.

Network> ip addr show

IPp Netmask Device Node Type Status
10.216.114.212 255.255.248.0 pubethO nodeb5_1 Physical

10.216.114.213 255.255.248.0 pubethl nodeb5_1 Physical

10.216.114.214 255.255.248.0 pubethO nodeb5_2 Physical

10.216.114.215 255.255.248.0 pubethl nodeb5_2 Physical

10.216.114.217 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE (Con IP)
10.10.10.10 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
10.10.10.11 255.255.248.0 pubethl nodeb5_1 Virtual ONLINE
10.10.10.12 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE
10.10.10.13 255.255.248.0 pubethl nodeb_2 Virtual ONLINE

Add an IP address to the physcial IP addresses used by the cluster.

Network> ip addr add 10.216.114.216 255.255.248.0 physical
Network> ip addr show

IP Netmask Device Node Type Status
10.216.114.212 255.255.248.0 pubethO nodeb5_1 Physical
10.216.114.213 255.255.248.0 pubethl nodeb5_1 Physical
10.216.114.214 255.255.248.0 pubethO nodeb5_2 Physical
10.216.114.215 255.255.248.0 pubethl nodeb5_2 Physical
10.216.114.216 255.255.248.0 ( unused ) Physical
10.216.114.217 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE (Con IP)
10.10.10.10 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
10.10.10.11 255.255.248.0 pubethl nodeb5_1 Virtual ONLINE
10.10.10.12 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE
10.10.10.13 255.255.248.0 pubethl nodeb5_2 Virtual ONLINE

Add an IP address to the virtual IP addresses used by the cluster.

Network> ip addr add 10.10.10.14 255.255.248.0 virtual
Network> ip addr show

IPp Netmask Device Node Type Status
10.216.114.212 255.255.248.0 pubethO nodeb5_1 Physical
10.216.114.213 255.255.248.0 pubethl nodeb5_1 Physical
10.216.114.214 255.255.248.0 pubethO nodeb5_2 Physical
10.216.114.215 255.255.248.0 pubethl nodeb5_2 Physical
10.216.114.216 255.255.248.0 ( unused ) Physical
10.216.114.217 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE (Con IP)
10.10.10.10 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
10.10.10.11 255.255.248.0 pubethl nodeb5_1 Virtual ONLINE
10.10.10.12 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE
10.10.10.13 255.255.248.0 pubethl nodeb5_2 Virtual ONLINE
10.10.10.14 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
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Add an IP address to the virtual IP addresses used by the cluster for a VLAN device

Network> ip addr add 10.10.10.14 255.255.248.0 virtual pubethl.2
Network> ip addr show

IPp Netmask Device Node Type Status
10.216.114.212 255.255.248.0 pubethO nodeb5_1 Physical
10.216.114.213 255.255.248.0 pubethl nodeb5_1 Physical
10.216.114.214 255.255.248.0 pubethO nodeb5_2 Physical
10.216.114.215 255.255.248.0 pubethl nodeb5_2 Physical
10.216.114.216 255.255.248.0 pubethl.2 nodeb5_1 Physical
10.216.114.217 255.255.248.0 pubeth0.2 node5_2 Physical
10.216.114.218 255.255.248.0 ( unused ) Physical
10.216.114.219 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE (Con IP)
10.10.10.10 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
10.10.10.11 255.255.248.0 pubethl nodeb5_1 Virtual ONLINE
10.10.10.12 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE
10.10.10.13 255.255.248.0 pubethl nodeb5_2 Virtual ONLINE
10.10.10.14 255.255.248.0 pubethl.2 node5_1 Virtual ONLINE

Delete an IP address from the physical IP addresses being used by the cluster. Physical IP addresses that are assigned
to a device cannot be deleted; they can only be modified.g The virtual IP address for the console cannot be deleted; it
can only be modified.

Network> ip addr del 10.216.114.216g
Network> ip addr show

Ip Netmask Device Node Type Status
10.216.114.212 255.255.248.0 pubethO nodeb5_1 Physical
10.216.114.213 255.255.248.0 pubethl nodeb5_1 Physical
10.216.114.214 255.255.248.0 pubethO nodeb5_2 Physical
10.216.114.215 255.255.248.0 pubethl nodeb5_2 Physical
10.216.114.217 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE (Con IP)
10.10.10.10 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
10.10.10.11 255.255.248.0 pubethl nodeb5_1 Virtual ONLINE
10.10.10.12 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE
10.10.10.13 255.255.248.0 pubethl nodeb5_2 Virtual ONLINE
10.10.10.14 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE

Modify an IP address from the IP addresses being used by the cluster. Physical IP addresses which are assigned to a
device cannot be deleted; they can only be modified.g The virtual IP address for the console cannot be deleted; it can
only be modified.

Network> ip addr modify 10.10.10.14 10.10.10.15 255.255.248.0
Network> ip addr show

IP Netmask Device Node Type Status
10.216.114.212 255.255.248.0 pubethO nodeb5_1 Physical
10.216.114.213 255.255.248.0 pubethl nodeb5_1 Physical
10.216.114.214 255.255.248.0 pubethO nodeb5_2 Physical
10.216.114.215 255.255.248.0 pubethl nodeb5_2 Physical
10.216.114.217 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE (Con IP)
10.10.10.10 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
10.10.10.11 255.255.248.0 pubethl nodeb5_1 Virtual ONLINE
10.10.10.12 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE
10.10.10.13 255.255.248.0 pubethl nodeb5_2 Virtual ONLINE
10.10.10.15 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
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Online an IP protocol address used by the cluster on any running node of the cluster.

Network> ip addr online 10.10.10.15 node5_2

Network> ip addr show

IPp Netmask Device Node Type Status
10.216.114.212 255.255.248.0 pubethO nodeb5_1 Physical

10.216.114.213 255.255.248.0 pubethl nodeb5_1 Physical

10.216.114.214 255.255.248.0 pubethO nodeb5_2 Physical

10.216.114.215 255.255.248.0 pubethl nodeb5_2 Physical

10.216.114.217 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE (Con IP)
10.10.10.10 255.255.248.0 pubethO nodeb5_1 Virtual ONLINE
10.10.10.11 255.255.248.0 pubethl node5_1 Virtual ONLINE
10.10.10.12 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE
10.10.10.13 255.255.248.0 pubethl nodeb5_2 Virtual ONLINE
10.10.10.15 255.255.248.0 pubethO nodeb5_2 Virtual ONLINE

View the routing table of a specific node in the cluster.

Network> ip route show nodeb5_2

nodeb5_2

Destination Gateway Genmask Flags MSS Window irtt Iface
172.16.89.0 0.0.0.0 255.255.255.0 U 00 0 privethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethl
10.254.0.0 0.0.0.0 255.255.0.0 U 00 0 pubethO
127.0.0.0 0.0.0.0 255.0.0.0 U 00 0 lo
0.0.0.0 10.216.112.1 0.0.0.0 UG 00 0 pubethO

Add a route through a given device to the routing table of all nodes in the cluster. Use a value of 0.0.0.0 for the
gateway, to use a route that is based on only the device and does not use any gateway.

Network> ip route add all 10.216.128.0 255.255.248.0 via 0.0.0.0
Network> ip route show

nodeb5_1

Destination Gateway Genmask Flags MSS Window irtt Iface
172.16.89.0 0.0.0.0 255.255.255.0 U 00 0 privethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethl
10.254.0.0 0.0.0.0 255.255.0.0 U 00 0 pubethO
127.0.0.0 0.0.0.0 255.0.0.0 U 00 0 lo
0.0.0.0 10.216.112.1 0.0.0.0 UG 00 0 pubethO
nodeb5_2

Destination Gateway Genmask Flags MSS Window irtt Iface
172.16.89.0 0.0.0.0 255.255.255.0 U 00 0 privethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethl
10.254.0.0 0.0.0.0 255.255.0.0 U 00 0 pubethO
127.0.0.0 0.0.0.0 255.0.0.0 U 00 0 lo
0.0.0.0 10.216.112.1 0.0.0.0 UG 00 0 pubethO

Delete the default gateway being used by a specific node.
command (ip route add).

The deletion only aim at static routes which are added by
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Network> ip route del node5_2 10.216.128.0 255.255.248.0 via 0.0.0.0
Network> ip route show nodeb5_2

nodeb5_2

Destination Gateway Genmask Flags MSS Window irtt Iface
172.16.89.0 0.0.0.0 255.255.255.0 U 00 0 privethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethO
10.216.112.0 0.0.0.0 255.255.248.0 U 00 0 pubethl
10.254.0.0 0.0.0.0 255.255.0.0 U 00 0 pubethO
127.0.0.0 0.0.0.0 255.0.0.0 ) 00 0 lo

9.6.4 SEE ALSO

bond(1), dns(1), 1dap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1l), swap(1), pciexclu-
sion(1)
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9.7 krb

9.7.1 SYNOPSIS

krb standalone set kdc_server kerberos_realm keytab_file
krb standalone unset

krb standalone show

9.7.2 OPTIONS

kdc_server Kerberos KDC server.
kerberos_realm Kerberos realm.
keytab_file Location of keytab file on the console node.

krb standalone set kdc_server kerberos_realm keytab_file This command enables Kerberos au-
thentication for NFS mounts. This would set Kerberos configuration on Veritas Access given the
KDC server, Kerberos realm and the keytab file. Keytab file should have been uploaded to the Ver-
itas Access console node. Keytab file will be copied from the console node to /etc/krb5.keytab on
all of the nodes of the cluster. Kerberos will be configured on all of the nodes of the cluster. Keytab
file should have been set up with clustername as the hostname. Kerberos cannot be configured with
standalone KDC if CIFS is already configured with ads. This command also checks for the correct
domain in the /etc/idmapd.conf file. If the domain is not set, NFSv4 idmapping will not be proper
and the command will throw a warning to set the domain.

krb standlaone show Display the Kerberos configuration.

krb standalone unset Reset the Kerberos configuration.

9.7.3 EXAMPLES

test_fa.Network> krb standalone set kdc_server TESTKDC.COM /home/support/krb5.keytab
ACCESS krb SUCCESS V-288-999 Kerberos configured for NFS

test_fa.Network> krb standalone show
Kerberos General Info:

KDC: kdc_server
REALM: TESTKDC.COM

Keytab Info:

Keytab name: FILE:/etc/krb5.keytab

KVNO Timestamp Principal

07/07/15 16:02:54 nfs/test_faRTESTKDC.COM (aes256-cts—-hmac-shal-96)
07/07/15 16:02:54 nfs/test_faRTESTKDC.COM (aesl28-cts—-hmac-shal-96)
07/07/15 16:02:54 nfs/test_faRTESTKDC.COM (des3-cbc-shal)

07/07/15 16:02:54 nfs/test_faRTESTKDC.COM (arcfour—hmac)

07/07/15 16:02:54 nfs/test_faRTESTKDC.COM (des—hmac—-shal)

07/07/15 16:02:55 nfs/test_faRTESTKDC.COM (des—-cbc-md5)

test_fa.Network> krb standalone unset
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ACCESS krb SUCCESS V-288-999 Kerberos configuration is reset

test_fa.Network> krb standalone show
Kerberos is not configured
test_fa.Network>
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9.8 Idap

9.8.1 SYNOPSIS

ldap enable

ldap disable

ldap show [userslgroupsinetgroups]

ldap set { serverlportlbasednlbinddnlsslirootbinddnl
users-basednlgroups-basednlnetgroups-basednlpassword-hash } value

ldap get { serverlportlbasednlbinddnlsslirootbinddnl
users-basednlgroups-basedninetgroups-basednlpassword-hash }

ldap clear { serverlportlbasednlbinddnlssllrootbinddnl

users-basednlgroups-basednlnetgroups-basednlpassword-hash }

9.8.2 DESCRIPTION

The network 1dap commands are used to configure the Lightweight Directory Access Protocol (LDAP) client for
authentication. These commands configure the system to use LDAP users and groups when logging into the system.
LDAP clients use the LDAPv3 protocol for communicating with the server. Enabling the LDAP client configures the
Pluggable Authentication Module (PAM) for LDAP users and groups. PAM is the standard authentication framework
for Linux.

9.8.3 OPTIONS

value Value of the variable to set.

ldap enable Enable the LDAP client, and configure PAM configuration files to use LDAP.

ldap disable Disable the LDAP client, and configure PAM configuration files not to use LDAP.
ldap show Display the LDAP client configuration.

ldap show users Display the LDAP users that are available in the NSS database.

ldap show groups Display the LDAP groups that are available in the NSS database.

ldap show netgroups Display the LDAP netgroups that are available in the NSS database.
ldap set server value Set the LDAP server’s host name or IP address. This setting is mandatory.
ldap set port value Setthe LDAP server’s port. Default value is 389.

ldap set basedn value Set the LDAP base Distinguished Name (DN). This setting is mandatory.

ldap set ssl {onloff } Set LDAP over Secure Sockets Layer (SSL) to be on or off. Set this option
to “on” if your LDAP server supports SSL. Certificates required for SSL are auto-negotiated with
the LDAP server during session establishment. The default value is “off.” This setting is mandatory.

ldap set binddn value Set the LDAP bind DN and its password. This DN is used to bind with
the LDAP server for “read” access. For authentication, “read” access to most of the attributes is
required. This setting is mandatory.
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ldap set rootbinddn value Setthe LDAP root bind DN and its password. This DN is used to bind
with the LDAP server for “write” access. This setting is not required for authentication. To change
some attributes of an LDAP entry, this DN is required. For example, changing a user’s password by
root (uid=0) user requires admin privileges to write into the LDAP directory. This setting is optional.

ldap set users-basedn value Set the LDAP users base DN. This DN is used by the authentica-
tion system (PAM and NSS) to search LDAP users. This setting is mandatory.

ldap set groups-basedn value Setthe LDAP groups base DN. This DN is used by the authenti-
cation system (PAM and NSS) to search the LDAP groups. This setting is mandatory.

ldap set netgroups-basedn value Set the LDAP netgroups base DN. This DN is used by the
authentication system (PAM and NSS) to search the LDAP netgroups. This setting is mandatory.

ldap set password-hash { clearlcryptimdS } Set the password hash to use when setting an
LDAP user’s password. The password will be encrypted with the configured hash algorithm be-
fore sending it to the LDAP server for storing into the LDAP directory. This setting is optional.

ldap get { serverlportibasednlbinddnlsslirootbinddnlusers-basednigroups-basednlnetgroups-basednlpassword-hash }
Get the values of the configured settings.

ldap clear { serverlportlbasednlbinddnlisslirootbinddnl users-basednlgroups-basednlnetgroups-
basednlpassword-hash }:

Clears a specified attribute and sets to default.

9.8.4 EXAMPLES

Enable the LDAP client.

’Network> ldap enable ‘

Disable the LDAP client.

’Network> ldap disable ‘

Display the LDAP client configuration.

Network> ldap show
LDAP client is enabled.

LDAP server: ldap_server

LDAP port: 389 (default)

LDAP base DN: dc=example, dc=com

LDAP over SSL: on

LDAP bind DN: cn=binduser, dc=example, dc=com
LDAP root bind DN: cn=admin, dc=example, dc=com
LDAP password hash: md>b

LDAP users base DN: ou=Users, dc=example, dc=com
LDAP groups base DN: ou=Groups, dc=example, dc=com
LDAP netgroups base DN: ou=Netgroups, dc=example, dc=com

OK Completed

Display the LDAP users available to the authentication system.

Network> ldap show users

User 'ldapuserl':
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Username: Username Surname
uid: 2000

gid: 2000

Home Directory: /home/ldapuserl
Login Shell: /bin/bash

Display the LDAP groups available to the authentication system.

Network> ldap show groups

Group '2000':

Groupname: groupl
Members of the Group: ldapuserl

Show LDAP netgroups available to the authentication system.

Network> ldap show netgroups
Using ldap-server.example.com as LDAP server and 389 as LDAP port.

Netgroup 'netgroupl':

Host User Domain
hostl - -
host2 admin -

Netgroup 'netgroup2':

Host User Domain
host3 testadmin -

Configure the LDAP server name.

Network> ldap set server ldap-server.example.com
OK Completed

Get the configured LDAP server name.

Network> ldap get server
LDAP server: ldap-server.example.com
OK Completed

Configure the LDAP server port.

Network> ldap set port 555
OK Completed

Get the configured LDAP server port.

Network> ldap get port
LDAP port: 555
OK Completed

Configure the base DN.

Network> ldap set basedn dc=example,dc=com
OK Completed

136 Chapter 9. Network Commands




Veritas Access Command Reference Guide Documentation, Release 7.3.1

Get the configured base DN.

Network> ldap get basedn
LDAP base DN: dc=example, dc=com
OK Completed

Configure LDAP over SSL to on.

Network> ldap set ssl on
OK Completed

Get LDAP over SSL setting.

Network> ldap get ssl
LDAP over SSL: on
OK Completed

Configure the bind DN.

Network> ldap set binddn cn=binduser,dc=example,dc=com
Enter password for 'cn=binduser,dc=example,dc=com': ***xxx*x*
OK Completed

Get the configured bind DN.

Network> ldap get binddn
LDAP bind DN: cn=binduser, dc=example, dc=com
OK Completed

Configure the root bind DN.

Network> ldap set rootbinddn cn=rootuser,dc=example,dc=com
Enter password for 'cn=rootuser,dc=example,dc=com’': ***xx**x*
OK Completed

Get the configured root bind DN.

Network> ldap get binddn
LDAP root bind DN: cn=rootuser,dc=example, dc=com
OK Completed

Configure the password hash.

Network> ldap set password-hash clear
OK Completed

Get the configured password hash.

Network> ldap get password-hash
LDAP password hash: clear
OK Completed

Configure the users base DN.

Network> ldap set users-basedn ou=Users,dc=example,dc=com
OK Completed

Get the configured users base DN.
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Network> ldap get users-basedn
LDAP users base DN: ou=Users, dc=example, dc=com
OK Completed

Configure the groups base DN.

Network> ldap set groups—-basedn ou=Groups,dc=example, dc=com
OK Completed

Get the configured groups base DN.

Network> ldap get groups—-basedn
LDAP groups base DN: ou=Groups, dc=example, dc=com
OK Completed

Configure the netgroups base DN.

Network> ldap set netgroups-basedn ou=Netgroups,dc=example,dc=com
OK Completed

Get the configured netgroups base DN.

Network> ldap get netgroups-—-basedn
LDAP netgroups base DN: ou=Netgroups, dc=example, dc=com
OK Completed

Clear a specified attribute.

Network> ldap clear <attribute>
OK Completed

9.8.5 SEE ALSO

bond(1), dns(1), ip(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), swap(1), pciexclusion(1)
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9.9 loadbalance

9.9.1 SYNOPSIS

loadbalance configure [vip]
loadbalance status

loadbalance remove

9.9.2 DESCRIPTION

The network loadbalance command configures a single VIP to act as a load balancer which distributes the in-
coming request to the cluster. The command can also remove the load balance configuration.

9.9.3 OPTIONS

loadbalance configure VIP Configure the loadbalancer for given VIP.
loadbalance status Displays the loadbalance status.

loadbalance remove Remove the loadbalance configuration.

9.9.4 EXAMPLES

To configure the loadbalance.

Network> loadbalance configure 10.216.114.216
Loadbalancer configured successfully on VIP 10.216.114.216 using node clusternode_01
—as router

To display the loadbalance status.

Network> loadbalance status

Status : Enabled

Loadbalance Method : Round Robin

Router Node : iplb-beta_03
LoadbalancelIP : 10.209.193.223

Node ActiveConn InActConn

iplb-beta_05 0 1
iplb-beta_04 1 0
iplb-beta_03 1 0
iplb-beta_02 0 1
iplb-beta_01 1 0

To remove the loadbalance configuration.

Network> loadbalance remove
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9.9.5 SEE ALSO

ipvsadm(1)

140 Chapter 9. Network Commands



Veritas Access Command Reference Guide Documentation, Release 7.3.1

9.10 netgroup

9.10.1 SYNOPSIS

netgroup add groupname memberlist
netgroup delete groupname [memberlist]

netgroup show [groupname]

9.10.2 DESCRIPTION

The netgroup commands are used to view, add, or delete local netgroups.

The netgroup file defines “netgroups”, which are sets of (host, user, domain) tuples, used for permission checking when
doing remote mounts, remote logins and remote shells. Each line in the file consists of a netgroup name followed by
a list of members, where a member is either another netgroup name, or a triple:

(host,user, domain)

where the host, user, and domain are character strings for the corresponding components. Any of the three fields can
be empty, in which case specifies a “wildcard”, or the string “-” to specify “no valid value”. The domain field must
either be the local domain name or empty for the netgroup entry to be used. This field does not limit the netgroup or
provide security. The domain field refers to the domain in which the triple is valid, not the domain containing the the
trusted host.

When exporting a directory by NFS with the specified options, clients may be specified in netgroups. Netgroups
may be identified using @group. Only the host part of each netgroup member is considered when checking for
membership:

NFS> share add rw,async /vx/fsl/share @client_group
Note, the netgroup takes effect only after adding “files” to the netgroup of Name Service Switch (NSS) configuration:
Network> nsswitch conf group files nis

When adding data to any existing netgroup, the new data cannot be the same as the existing data of that netgroup.
If you are adding data to a non-existent netgroup, you need to create a new netgroup. You can delete the data of an
existing netgroup. If you delete a netgroup without a member list, you delete the netgroup.

9.10.3 OPTIONS

groupname netgroup name.

memberlist comma-separated member list. A member can be an IPv4 address, IPv6 address, netgroup
name, or a hostname. The hostname can include the characters: a-zl A-ZI0-9 or a hyphen (-). Each
level of the hostname should between 1 and 63 characters long and should not start or end with a
hyphen (-). The last TLD (Top Level Domain) must be at least two characters and a maximum of
six characters. If the member is not a netgroup name, it will be filled in as the host.

netgroup add groupname memberlist Add members to an existing netgroup or create a new net-
group.

netgroup delete groupname [memberlist] Delete the members of an existing netgroup or delete
netgroup.

netgroup show [groupname] Display the netgroup settings.
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9.10.4 EXAMPLES

To create a netgroup with members another netgroup name, IPv4 address, IPv6 address, and hostname

Network> netgroup add test_group2 vip,10.200.114.173,cdc.testhost.com,
—2002:4559:1fe2:0:0:0:45:88

Network> netgroup show

Name Member List
test_groupl 192.168.0.8,cdc.myhost.com,2002:4559:1fe2:0:0:0:4559:1f
test_group2 vip,10.200.114.173,cdc.testhost.com,2002:4559:1fe2:0:0:0:45:88

To add members to an existing netgroup

Network> netgroup add test_groupl 10.200.114.250

Network> netgroup show

Name Member List

test_groupl 10.200.114.250,192.168.0.8, cdc.myhost.com,
—2002:4559:1£fe2:0:0:0:4559:1f£

test_group2 vip,10.200.114.173,cdc.testhost.com,2002:4559:1fe2:0:0:0:45:88

To delete members of an existing netgroup

Network> netgroup delete test_group2 2002:4559:1fe2:0:0:0:45:88, cdc.testhost.com,
fA»le

Network> netgroup show

Name Member List

test_groupl 10.200.114.250,192.168.0.8, cdc.myhost.com,
—~2002:4559:1fe2:0:0:0:4559:1¢F

test_group2 10.200.114.173

To delete an existing netgroup

Network> netgroup delete test_group2

Network> netgroup show

Name Member List

test_groupl 10.200.114.250,192.168.0.8, cdc.myhost.com,
—2002:4559:1fe2:0:0:0:4559:1¢f

Display the netgroup.

Network> netgroup show test_groupl

Name Member List

test_groupl 192.168.0.8,cdc.myhost.com,2002:4559:1fe2:0:0:0:4559:1f

9.10.5 SEE ALSO

bond(1), dns(1), ip(1), 1dap(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), swap(1), pciexclusion(1)
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9.11 nis

9.11.1 SYNOPSIS

nis show [userslgroupsinetgroups]
nis disable

nis enable

nis set servername servername

nis set domainname [domainname]

9.11.2 DESCRIPTION

The network nis commands set or display the domain name on all of the nodes. The commands can also enable or
disable NIS clients on all of the nodes.

9.11.3 OPTIONS

nis show Display the NIS server name and domain name.

nis show users Show NIS users that are available in the NIS database.

nis show groups Show NIS groups that are available in the NIS database.

nis show netgroups Show NIS netgroups that are available in the NIS database.
nis disable Disable the NIS clients on all the nodes.

nis enable Enable NIS clients on all the nodes.

nis set servername servername Setthe NIS server name on all the nodes.

nis set domainname [domainname] Set the NIS domain name on all the nodes.

9.11.4 EXAMPLES

To display the current status of NIS.

Network> nis show
NIS Status : Disabled
domain :
NIS Server

To display NIS netgroups that are available in the NIS database.

Network> nis show netgroups

NetGroupname : netgrp3

Members of the Group : (testga-13.testga.com,—,-)

NetGroupname : netgrp2

Members of the Group : (testga-13.testga.com,u2,-), (testga-13.testga.com,ul,-)

To display NIS groups that are available in the NIS database.
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Network> nis show groups

Groupname webservd
Members of the Group
Groupname sysadmin
Members of the Group
Groupname noaccess

Members of the Group

To display NIS users that are available in the NIS database.

Network> nis show users

User root

Name : Super-User
uid I

gid : 0

Home Directory : /

Login Shell /sbin/sh
User tou2

Name

uid : 101

gid 1

Home Directory /lhome/u2
Login Shell /bin/sh

To set the domain name.

Network> nis set domainname vxindia.veritas.com

Setting domainname: "vxindia.veritas.com"

To set the server name.

Network> nis set servername vmlxpxl.vxindia.veritas.com
Setting NIS Server "vmlxpxl.vxindia.veritas.com"

To enable NIS.

Network> nis enable

To check whether NIS is enabled or not, run the following command:

Network> nis show
NIS Status Enabled
domain vxindia.veritas.com

NIS Server vmlxpxl.vxindia.veritas.com

To disable the NIS.

Network> nis disable

9.11.5 SEE ALSO

bond(1), dns(1), ip(1), 1dap(1), netgroup(1), nsswitch(1), ping(1), show(1), vlan(l), device(l), swap(l), pciexclu-

sion(1)
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9.12 nsswitch

9.12.1 SYNOPSIS

nsswitch show

nsswitch conf { grouplhostsinetgrouplpasswdlshadow } valuel value2 value

9.12.2 DESCRIPTION

The network nsswitch commands display or change the Name Service Switch (NSS) configuration.

9.12.3 OPTIONS

nsswitch show Display the name service switch configuration.

nsswitch conf { grouplhostsinetgrouplpasswdlshadow } valuel [value2] [value3] [value4]
Configure the method for the name service switch lookup process. Specify the name service switch

lookup order with the following values:

valuel: Choose the type {files} {files}

value2: Enter one of the following types { files | nis | winbind | 1dap }

value3: Enter one of the following types { files | nis | winbind | 1dap }

value4: Enter one of the following types { files | nis | winbind | 1dap }

To configure nsswitch conf host valuel [value2] [value3] enter the following:

valuel: Choose the type {files} {files}

value2: Enter one of the following types { files | nis | dns }

value3: Enter one of the following types { files | nis | dns }

To configure nsswitch conf netgroup valuel [value2] [value3], enter the following:

valuel: Enter one of the following types { files | nis | winbind | 1dap }

value2: Enter one of the following types { files | nis | winbind | Idap }

9.12.4 EXAMPLES

To display the current value set on nsswitch for all group, hosts, netgroup, passwd and shadow

Network> nsswitch show

group: files
hosts: files
netgroup: files
passwd: files
shadow: files

nis winbind ldap
nis dns
nis

nis winbind ldap

nis winbind

Change the order of the group items.

Network> nsswitch conf group nis files

Immediate effect of above command can be seen by using the show command.
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Network> nsswitch show
group: files nis
hosts: files nis dns
netgroup: nis files
passwd: files nis winbind ldap
shadow: files nis winbind

To configure netgroup

’Network> nsswitch conf netgroup files ldap nis

To configure passwd

’Network> nsswitch conf passwd files winbind ldap nis

To configure shadow

’Network> nsswitch conf shadow files winbind

9.12.5 SEE ALSO

bond(1), dns(1), ip(1), nis(1), 1dap(1), netgroup(1), ping(1), show(1), vlan(1), device(1), swap(1), pciexclusion(1)
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9.13 pciexclusion

9.13.1 SYNOPSIS

pciexclusion show
pciexclusion add pcilist

pciexclusion delete pci

9.13.2 OPTIONS
pcilist This includes comma-separated list of PCI IDs. The PCI ID bits format is hexadecimal.
(XXXX:XX:XX.X).
pci The PCIID bits format is hexadecimal (XXXX:XX:XX.X).

pciexclusion show Displays the PCI IDs that have been selected for exclusion. It also provides
information about whether it has been excluded or not by displaying y(yes) or n(no) symbols cor-
responding to the node name. If the node is in the INSTALLED state, it displays the UUID of the
node.

pciexclusion add pcilist Allows an administrator to add specific PCI ID(s) for exclusion. These
values must be provided before doing the installation. It then excludes the PCI from the second
node installation.

pciexclusion delete pci Allows an administrator to delete a given PCI ID from exclusion. This
command must be used before doing the installation for it to take effect.

9.13.3 EXAMPLES

Display the PCI IDs.

Support> pciexclusion show

PCI ID EXCLUDED NODENAME /UUID

0000:0e:00.0 Y test_1

0000:0e:00.0 vy a79a7f43-9fe2-4eeb-aalf-27a70e7a0820
0000:04:00:1 n

Add the PCI ID for exclusion.

Support> pciexclusion add 0000:00:09.0
Support> pciexclusion show

PCI ID EXCLUDED NODENAME /UUID

0000:0e:00.0 vy test_1

0000:0e:00.0 vy a79a7f43-9fe2-4eeb-aalf-27a70e7a0820
0000:04:00:1 n

0000:00:09.0 n

Delete the PCI ID from exclusion.
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Support> pciexclusion delete 0000:04:00:1
Support> pciexclusion show

PCI ID EXCLUDED NODENAME /UUID

0000:0e:00.0 vy test_1

0000:0e:00.0 vy a79a7f43-9fe2-4eeb-aalf-27a70e7a0820
0000:00:09.0 n

9.13.4 SEE ALSO

bond(1), dns(1), ip(1), 1dap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), swap(1)
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9.14 ping

9.14.1 SYNOPSIS

ping destination [nodename] [devicename] [packets)

9.14.2 DESCRIPTION

The network ping command is used to test whether a particular host or gateway is reachable across an IP network.

9.14.3 OPTIONS

destination The host or gateway to send the information to. The destination field can contain either a
DNS name or an IP address.

nodename Node from which the ping takes place. A value of any indicates the ping can be done from
any node in the cluster.

devicename Device through which the ping takes place. A value of any indicates the ping can be done
from any device in the cluster.

packets Number of packets to be sent to the destination. The default is 5.

9.14.4 EXAMPLES

Test whether destination is reachable across an IP network.

Network> ping somenode

PING somenode.domain.com (10.216.2.11) 56(84) bytes of data.

64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=1 ttl=64 time=0.134 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=2 ttl=64 time=0.154 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=3 ttl=64 time=0.167 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=4 ttl=64 time=0.114 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=5 ttl=64 time=0.160 ms

——— somenode.domain.com ping statistics ——-—
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.114/0.145/0.167/0.024 ms

Test whether destination is reachable across an IP network from nodename.

Network> ping somenode nodel_1

PING somenode.domain.com (10.216.2.11) 56
64 bytes from somenode.domain.com (10.216.
64 bytes from somenode.domain.com (10.216.

84) bytes of data.

( 2

( 2

64 bytes from somenode.domain.com (10.216.2.11
( 2

( 2

.11): icmp_seg=1 ttl=64 time=0.134 ms
): icmp_seg=2 ttl=64 time=0.154 ms
): icmp_seg=3 ttl=64 time=0.167 ms
.11): icmp_seg=4 ttl=64 time=0.114 ms
): icmp_seg=5 ttl=64 time=0.160 ms

64 bytes from somenode.domain.com (10.216.
64 bytes from somenode.domain.com (10.216.

—-—— somenode.domain.com ping statistics —-—-—
5 packets transmitted, 5 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.114/0.145/0.167/0.024 ms
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Test whether destination is reachable across an IP network from nodename, via a specific devicename.

Network> ping somenode nodel_1 pubethO

PING somenode.domain.com (10.216.2.11) 56(84) bytes of data.

64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=1 ttl=64 time=0.134 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seg=2 ttl=64 time=0.154 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=1 ttl=64 time=0.134 ms
64 bytes from somenode.domain.com (10.216.2.11) icmp_seqg=2 ttl=64 time=0.154 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=2 ttl=64 time=0.154 ms

—-—— somenode.domain.com ping statistics —-—-—
5 packets transmitted, 5 received, 0% packet loss, time 4000ms
rtt min/avg/max/mdev = 0.018/0.026/0.057/0.016 ms

Test whether destination is reachable across an IP network from nodename, by sending a specified number of packets.

Network> ping somenode nodel_1 any 2

PING somenode.domain.com (10.216.2.11) 56(84) bytes of data.

64 bytes from somenode.domain.com (10.216.2.11): icmp_seg=1 ttl=64 time=0.134 ms
64 bytes from somenode.domain.com (10.216.2.11): icmp_seqg=2 ttl=64 time=0.154 ms

—-—- somenode.domain.com ping statistics ---
2 packets transmitted, 2 received, 0% packet loss, time 3999ms
rtt min/avg/max/mdev = 0.114/0.145/0.167/0.024 ms

9.14.5 SEE ALSO

bond(1), dns(1), ip(1), Idap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), swap(1), pciex-
clusion(1)
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9.15 show

9.15.1 SYNOPSIS

show

9.15.2 DESCRIPTION

The network show command displays the network configuration and statistics on all of the available nodes.

9.15.3 EXAMPLES

Show the network configuration and statistics.

va73> network show

Interface Statistics

Interfaces
— TX-DROP
lo

— 0
privethO
— 0
privethl
— 0
pubethO

Interfaces
— TX-DROP
lo

— 0
privethO
— 0
privethl
— 0
pubethO

— 0

Routing Table

Destination
0.0.0.0
10.209.192.0

MTU
TX-ERR
65536
1500
1500

1500

MTU
TX-ERR
65536
1500
1500

1500

Gateway

10.209.192.1

0.0.0.0

RX-0K
TX-CAR
48138

0
955874
0
759216
0
1757268
0

RX-0OK
TX-CAR
27296

0
1062983
0
797769
0
1761159
0

Genmask
0.0.0.0
255.255

RX-DROP
Flag

0

LU

18

BMRU

18

BMRU
794
BMRU

RX-DROP
Flag

0

LU

14

BMRU

14

BMRU
819
BMRU

.252.0

RX-ERR RX-FRAME TX-0OK
0 0 48138
0 0 912458
0 0 647319
0 0 82759
RX-ERR RX-FRAME TX-0OK
0 0 27296
0 0 805435
0 0 608673
0 0 85103
Flags MSS Window irtt Iface
UG 00 0 pubethO
U 0 0 0 pubethO
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172.16.0.0 0.0.0.0 255.255.255.0 U 00 0 privethO
va73_02

Destination Gateway Genmask Flags MSS Window irtt Iface
0.0.0.0 10.209.192.1 0.0.0.0 UG 00 0 pubethO
10.209.192.0 0.0.0.0 255.255.252.0 U 00 0 pubethO
172.16.0.0 0.0.0.0 255.255.255.0 U 00 0 privethO

9.15.4 OUTPUT

Interface Statistics

Interfaces The name of the interface.

MTU The Maximum Transmission Unit of the interface.
RX-OK Number of received packets.

RX-DROP Number of dropped packets.

RX-ERR Number of error packets.

RX-FRAME Number of packets fails to end on byte boundary.
TX-OK Number of transmitted packets.

TX-DROP Number of dropped packets.

TX-ERR Number of error packets.

TX-CAR Number of carrier lost.

Flag

B: BROADCAST L: LOOPBACK M: MULTICAST R: RUNNING U: UP

Routing Table

Destination The destination network or destination host.
Gateway The gateway address or ‘*’ if none set.

Genmask The netmask for the destination net; ‘255.255.255.255” for a host destination and ‘0.0.0.0’ for the default
route.

Flags U (route is up) H (target is a host) G (use gateway) R (reinstate route for dynamic routing) D (dynamically
installed by daemon or redirect) M (modified from routing daemon or redirect) A (installed by addrconf) C
(cache entry) ! (reject route)

Next Hop The the nexthop router of a multipath route.

Ref Number of references to this route.

Use Count of lookups for the route.

MSS Default maximum segment size for TCP connections over this route.

Window Default window size for TCP connections over this route.
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irtt Initial RTT (Round Trip Time).

Iface Interface to which packets for this route will be sent.

9.15.5 SEE ALSO

bond(1), dns(1), ip(1), 1dap(1), netgroup(1), nis(1), nsswitch(1), ping(1), vlan(1), device(1), swap(1), pciexclusion(1)
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9.16 swap

9.16.1 SYNOPSIS

swap interfacel interface2 [nodename)

9.16.2 DESCRIPTION

The system swap command can be used for swapping two network interfaces of a node in a cluster. The System
Administrator can use this command with a multi-node cluster only to swap public interfaces. On single node cluster,
this command can be used to swap public as well as private interfaces. If input to the swap command contains one
public and one private interface, and there are two separate switches for the private and the public network, then
before running this command, the System Administrator has to exchange cable connections between these interfaces.
This command requires stopping the given interfaces, and after running the swap command, all SSH connection(s)
hosted on the input interfaces will terminate. The swap command helps set up the cluster properly in cases where
the installation of the first node gateway cannot be pinged and is not to be used with a full-fledged system. It is not
recommended that you use this command when you have some CIFS/NFS shares exported. You can check the status
of the swap command under history.

9.16.3 OPTIONS

swap interfacel interface2 nodename Swap two network interfaces, interfacel and interface?2.
interfacel : name of first interface.
interface2 : name of second interface.

nodename : name of node. If nodename is not provided, it is executed on the current node.

9.16.4 EXAMPLES

Swap two interfaces.

Network> swap pubeth0 privethO test_01
All ssh connection(s) to swapped interfaces need to start again after this command.
Do you want to continue [Enter "y/yes" to continue]...

Check status of this command in history.

9.16.5 SEE ALSO

bond(1), dns(1), ip(1), 1dap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), vlan(1), device(1), pciexclusion(1)
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9.17 vlan

9.17.1 SYNOPSIS

vlan show
vlan add device vian_id

vlan del vilan_device

9.17.2 DESCRIPTION

The network v1an command is used to view, add, or delete VLAN interfaces.

By default ip addr add will not use VLAN devices unless explicity specified in the device attribute. By default,
CIFS shares created using share add will not use virtual IPs based on VLAN devices, unless explicitly specified
with ip= in share options.

When a VLAN device is deleted, physical IPs that are used by that VLAN device will automatically be freed, and can
be seen in the output of ip addr show as unused. When a VLAN device is deleted, virtual IPs configured on that
VLAN device will automatically be deleted and will no longer be visible in ip addr show.

9.17.3 OPTIONS

device Device on which VLAN devices needs to be added.
vlan_id VLAN id which the new VLAN device should use. Valid values range from 1-4095.

vian_device A VLAN device name is a combination of actual device on which the VLAN is based and
the VLAN id separated by *.".

vlan show Show the current VLAN devices.
vlan adddevice vian_id Add a VLAN device on device with VLAN id as fIvlan_id.

vlan del vian_device Delete the VLAN device named vian_device.

9.17.4 EXAMPLES

Display the VLAN devices.

Network> vlan show
VLAN DEVICE VLAN id

pubeth0.2 pubethO 2

To add a VLAN device with id 2 on pubethl

Network> vlan add pubethl 2

Network> vlan show

VLAN DEVICE VLAN id
pubeth0.2 pubethO 2
pubethl.2 pubethl 2
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To delete a VLAN device that is shown in the output of vian show

Network> vlan del pubethO0.2

Network> vlan show
VLAN DEVICE VLAN id

pubethl.2 pubethl 2

9.17.5 SEE ALSO

bond(1), dns(1), ip(1), Idap(1), netgroup(1), nis(1), nsswitch(1), ping(1), show(1), device(1), swap(1), pciexclusion(1)
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NFS Commands

10.1 nfs

10.1.1 SYNOPSIS

server [startlstoplstatuslswitch]

stat show [nodename]

stat reset [nodename]

share add nfsoptions export_dir [client]
share delete export_dir [client]
share show

show fs

10.1.2 DESCRIPTION

The nfs commands maintain the current table of exported file systems for the Network File System (NFS).

10.1.3 OPTIONS

nfsoptions Comma-separated list of export options from the set {ro, rw, sync, async, secure, insecure,
secure_locks, insecure_locks, root_squash, no_root_squash, wdelay, no_wdelay, subtree_check,
no_subtree_check, nordirplus, fsid=<number>, sec=krb5:krb5i:krbSp:sys:none}. For example:
ro,root_squash; rw,secure,no_root_squash. The default export options are {ro, sync, secure, se-
cure_locks, root_squash, wdelay, no_subtree_check}. The “no_wdelay” option has no effect if
“async” is also set. fsid could be any number between 1 and 1073741823 and it must be unique
among all exported paths.

wdelay: For backwards-compatibility, the wdelay and no_wdelay options are still supported, but the options are being
deprecated. no_wdelay is the the only effective behavior regardless of setting wdelay or no_wdelay option. Clients
can handle flushing of data using server COMMIT operations and UNSTABLE writes.

For NFS Ganesha exports, export options {secure_locks, insecure_locks, wdelay, no_wdelay, subtree_check,
no_subtree_check, fsid=number} are not supported and will be ignored.
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export_dir Path of the directory that needs to exported to the client. Path should start with /vx and only
“a-zA-7Z0-9_/.:-” characters are allowed in export_dir.

server [startlstoplstatuslswitch] Start, stop, or check the status of NFS resources. Server switch com-
mand will toggle active server from kernel NFS server (KNFS) to usermode Ganesha NFS server
(GNFS) and vice versa.

stat show [nodename] Display NFS statistics for nodename or all the nodes in the cluster.

stat reset [nodename] Reset NFS statistics for nodename or all the nodes in the cluster to zero.
Statistics are automatically reset to zero after reboot of a node. This command is not supported with
GNFS.

share add nfsoptions export_dir [client] Export the directory with the specified options. Clients may
be specified in the following ways: 1. Single host

Specify a host either by an abbreviated name recognized by the resolver, the fully qualified
domain name, or an IP address.

2. Netgroups

Netgroups may be given as @group. Only the host part of each netgroup member is
considered when checking for membership.

3. IP networks

You can also simultaneously export directories to all hosts on an IP (sub-) network.
This is done by specifying an IP address and netmask pair as address/netmask where
the netmask can be specified as a contiguous mask length. IPv4 or IPv6 addresses can
be used.

If the client is not given, then the specified file system can be accessed or mounted by any client.

To re-export new options to an existing share, the new options will be updated after the command is run.
share delete export_dir [client] Unexport the directory.
share show List all of the exported resources.

show fs List all of the online file systems and snapshots that can be exported.

10.1.4 EXAMPLES

Start the NFS server. If the NFS server is already started, the start command clears any faults and then tries to start the
NFS server.

NEFS> server start
..Success.

Display the status of the NFS server.

NFS> server status
NFS Status on nas_01 : ONLINE
NFS Status on nas_02 : ONLINE

Display the status of the Ganesha NFS server.

NFS> server status
GNFS Status on nas_01 : ONLINE
GNFS Status on nas_02 : ONLINE
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Stop the NFS server. You will receive an error if you try to stop an already stopped NFS server.

NFS> server stop
..Success.

Display the list of FS/snapshot.

NFS> show fs
FS/Snapshot

Export the directory /vx/fs1 to every host allowing asynchronous writes.

NFS> share add rw,async /vx/fsl
Exporting \x:/vx/fsl with options rw,async
..Success.

Export the directory /vx/fs1 using the krb5 security option.

NFS> share add sec=krb5 /vx/fsl
Exporting /vx/fsl with options sec=krb5
Success.

Export a directory using krb5, krb5i, krb5p, and sys options. Different clients can use different levels of security in
this case. Client A can mount with krb5, and client B can mount with krb5p. If no mount option is given at the client

side, security to be chosen is negotiated, and the highest level of security is chosen. In this case, krb5p.

NFS> share add sec=krb5:krb5i:krb5p:sys /vx/fsl
Exporting /vx/fsl with options sec=krb5:krb5i:krbbp:sys
Success.

Show the exported file system for KNFS.

NFS> share show
/vx/fsl * (rw,async)

Unexport the directory /vx/£fs1 from world.

NFS> share delete /vx/fsl
Removing export path \x:/vx/fsl
..Success.

10.1.5 SEE ALSO

server(1), share(1), stat(1)

10.1. nfs
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10.2 server

10.2.1 SYNOPSIS

server [startlstoplstatus/switch]

10.2.2 DESCRIPTION

The NFS server command starts, stops, switches, or checks the status of the NFS resources.

10.2.3 OPTIONS

server [startistoplstatuslswitch] Start, stop, or check the status of NFS resources. Server switch com-
mand will toggle active server from the kernel NFS server (KNFS) to usermode NFS-Ganesha
(GNES) or vice versa.

In case of the GNFS server, start command checks for the correct domain in the /etc/idmapd.conf file. If the domain
is not set, NFSv4 ID mapping is not correct, and the command throws a warning to set the domain.

10.2.4 EXAMPLES

Start the NFS server. If the NFS server is already started, Veritas Access clears the faults (if any), and then tries to
start the NFS server.

NEFS> server start
..Success.

Display the status of the NFS server.

NFS> server status
NFS Status on nas_01 : ONLINE
NFS Status on nas_02 : ONLINE

Display the status of the Ganesha NFS server.

NFS> server status
GNFS Status on nas_01 : ONLINE
GNFS Status on nas_02 : ONLINE

Stop the NFS server. You will receive an error if you try to stop an already stopped NFS server.

NFS> server stop
..Success.

Switch the NFS server. You will receive an error if the NFS server is running.

NFS> server switch

This command will switch NFS server from GNFS to KNFS and will take time.

Do you want to continue (y/n): y

ACCESS nfs SUCCESS V-288-0 NFS server switch from GNFS to NFS successful. Please_
—start NFS service.
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10.2.5 SEE ALSO

share(1), stat(1)
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10.3 share

10.3.1 SYNOPSIS

share add nfsoptions export_dir [client]
share delete export_dir [client]

share show

10.3.2 DESCRIPTION

The NFS share commands add, delete, or display the NFS share.

10.3.3 OPTIONS

nfsoptions Comma-separated list of export options from the set {ro, rw, sync, async, secure, insecure,
secure_locks, insecure_locks, root_squash, no_root_squash, wdelay, no_wdelay, subtree_check,
no_subtree_check, nordirplus, fsid=<number>, sec=krb5:krb5i:krb5p:sys:none}. For example:
ro,root_squash; rw,secure,no_root_squash. The default export options are {ro, sync, secure, se-
cure_locks, root_squash, wdelay, no_subtree_check}. The “no_wdelay” option has no effect if
“async” is also set. fsid could be any number between 1 and 1073741823. fsid must be unique
among all exported paths.

wdelay: For backwards-compatibility, the wdelay and no_wdelay options are still supported, but the options are being
deprecated. The effective behavior is no_wdelay is used, even when wdelay is set. Clients can handle flushing of data
using server COMMIT operations and UNSTABLE writes.

For NFS-Ganesha exports, export options {secure_locks, insecure_locks, wdelay, no_wdelay, subtree_check,
no_subtree_check, fsid=number} are not supported and will be ignored.

export_dir Path of the directory that needs to exported to the client. The path should start with /vx and
only ‘a-zA-Z0-9_/.:-* characters are allowed in export_dir.

share add nfsoptions export_dir [client] Export the directory with the specified options. Clients may
be specified in the following ways:

1. Single host

Specify a host either by an abbreviated name recognized by the resolver, the fully qualified
domain name, or an IP address.

2. Netgroups

Netgroups may be given as @ group. Only the host part of each netgroup member is considered
when checking for membership.

3. IP networks

You can also simultaneously export directories to all hosts on an IP (sub-) network. This is
done by specifying an IP address and netmask pair as address/netmask where the netmask can
be specified as a contiguous mask length. IPv4 addresses or IPv6 addresses can be used.

If the client is not given, then the specified file system can be accessed or mounted by any client.
To re-export new options to an existing share, the new options will be updated after the command is run.

share delete export_dir [client] Unexport the directory.
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share show List all of the exported resources. You can use any of the VIPs to mount the NFS shares
from the NFS client.

10.3.4 EXAMPLES

Export the directory /vx/£fs1 to every host allowing asynchronous writes.

NFS> share add rw,async /vx/fsl
Exporting \x:/vx/fsl with options rw,async
..Success.

Export the directory /vx/fs1 using the krb5 security option. This is allowed only for GNFS.

NFS> share add sec=krb5 /vx/fsl
Exporting /vx/fsl with options sec=krb5
Success.

Export the directory /vx/fs1 using krb5, krb5i, krb5p, and sys options. This is allowed only for GNFS. Different
clients can use different levels of security in this case. Client A can mount with krb5, and client B can mount with
krbSp. If no mount option is given at the client side, security to be chosen is negotiated, and the highest level of
security is chosen. In this case, krb5p.

NFS> share add sec=krb5:krb5i:krb5p:sys /vx/fsl
Exporting /vx/fsl with options sec=krb5:krb5i:krb5p:sys
Success.

Show the exported file system for KNFS.

NFS> share show
/vx/fsl * (rw,async)

Show the exported file system for GNFS. In the following example, IP 10.209.106.180 should be used to mount the
share on the client if fs1 is largefs.

NFS> share show
/vx/fsl * (rw,async) 10.209.106.180

Unexport the directory /vx/£fs1 from world.

NFS> share delete /vx/fsl
Removing export path \x:/vx/fsl
..Success.

10.3.5 SEE ALSO

server(1), stat(1)
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10.4 show

10.4.1 SYNOPSIS

show fs

10.4.2 DESCRIPTION

The show fs command displays a list of all online file systems and snapshots that can be exported.

10.4.3 EXAMPLES

Display the list of file systems and snapshots.

NFS> show fs
FS/Snapshot

10.4.4 SEE ALSO

share(1), server(1)
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10.5 stat

10.5.1 SYNOPSIS

stat show [nodename]

stat reset [nodename]

10.5.2 DESCRIPTION

The NFS stat manages NFS statistics.

10.5.3 OPTIONS

stat show [rodename] Display NFS statistics for nodename or all nodes in the cluster.

stat reset [nodename] Reset NFS statistics for nodename or all the nodes in the cluster to zero.
Statistics are automatically reset to zero after reboot of a node. This command is not supported with
GNFS.

10.5.4 EXAMPLES

Show NFS statistics for all nodes in the cluster.

NFS> stat show all

Server rpc stats:
calls badcalls badclnt badauth xdrcall
0 0 0 0

Server nfs v3:

null getattr setattr lookup access readlink

0 0% 0 0% 0 0% 0 0% 0 0% 0 0%
read write create mkdir symlink mknod

0 0% 0 0% 0 0% 0 0% 0 0% 0 0%
remove rmdir rename link readdir readdirplus

0 0% 0 0% 0 0% 0 0% 0 0% 0 0%
fsstat fsinfo pathconf commit

0 0% 0 0% 0 0% 0 0%

Server nfs vé4:
null compound
0 0% 0 0%

Server nfs v4 operations:

opO-unused opl-unused op2-future access o
— close commit

0 0% 0 0% 0 0% 0 0% L
— 0 0% 0 0%

create delegpurge delegreturn getattr .
—getfh link
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0 0% 0 0% 0 0% 0 0% .
s 0 0% 0 0%

lock lockt locku lookup o
- lookup_root nverify

0 0% 0 0% 0 0% 0 0% o
- 0 0% 0 0%

open openattr open_conf open_dgrd o
— putfh putpubfh

0 0% 0 0% 0 0% 0 0% o
- 0 0% 0 0%

putrootfh read readdir readlink o
. remove rename

0 0% 0 0% 0 0% 0 0% .
— 0 0% 0 0%

renew restorefh savefh secinfo o
- setattr setcltid

0 0% 0 0% 0 0% 0 0% o
- 0 0% 0 0%

setcltid confverify write rellockowner .
—bc_ctl bind_conn

0 0% 0 0% 0 0% 0 0% o
- 0 0% 0 0%

exchange_id create_ses destroy_ses free_stateid .
—getdirdeleg getdevinfo

0 0% 0 0% 0 0% 0 0% .
— 0 0% 0 0%

getdevlist layoutcommit layoutget layoutreturn .
—secinfononam sequence

0 0% 0 0% 0 0% 0 0% o
- 0 0% 0 0%

set_ssv test_stateid want_deleg destroy_clid reclaim_
—comp

0 0% 0 0% 0 0% 0 0% .
— 0 0%
node_02
Server rpc stats:
calls badcalls badclnt badauth xdrcall

0 0 0 0 0
Server nfs v3:
null getattr setattr lookup access readlink

0 0% % 0 0% 0 0% 0 0% o
- 0 0%
read write create mkdir symlink mknod

0 0% % 0 0% 0 0% 0 0% o
- 0 0%
remove rmdir rename link readdir readdirplus

0 0% % 0 0% 0 0% 0 0% o
- 0 0%
fsstat fsinfo pathconf commit

0 0% % 0 0% 0 0%

Server nfs vé:

null compound
0 0% 0 0%
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Server nfs v4 operations:

opO-unused opl-unused op2-future access o
— close commit

0 0% 0 0% 0 0% 0 0% .
— 0 0% 0 0%

create delegpurge delegreturn getattr
—getfh link

0 0% 0 0% 0 0% 0 0% o
. 0 0% 0 0%

lock lockt locku lookup o
— lookup_root nverify

0 0% 0 0% 0 0% 0 0% o
- 0 0% 0 0%

open openattr open_conf open_dgrd o
— putfh putpubfh

0 0% 0 0% 0 0% 0 0% .
— 0 0% 0 0%

putrootfh read readdir readlink o
- remove rename

0 0% 0 0% 0 0% 0 0% o
. 0 0% 0 0%

renew restorefh savefh secinfo o
. setattr setcltid

0 0% 0 0% 0 0% 0 0% .
- 0 0% 0 0%

setcltid confverify write rellockowner
—bc_ctl bind_conn

0 0% 0 0% 0 0% 0 0% .
— 0 0% 0 0%

exchange_id create_ses destroy_ses free_stateid .
—getdirdeleg getdevinfo

0 0% 0 0% 0 0% 0 0% o
- 0 0% 0 0%

getdevlist layoutcommit layoutget layoutreturn .
—secinfononam sequence

0 0% 0 0% 0 0% 0 0% .
— 0 0% 0 0%

set_ssv test_stateid want_deleg destroy_clid reclaim_
—comp

0 0% 0 0% 0 0% 0 0% L
— 0 0%
NES>
Show GNEFS statistics for all the nodes in the cluster.
NFS> stat show all
node_01
EXPORT PATH PROTO TYPE REQ (MB) XFER (MB) TOTAL OPS AVG LATENCY (ms)
/vx/fsl NFSv3 READ 0.00 0.00 0 0.00
/vx/fsl NFSv3 WRITE 48.00 48.00 48 11.85
/vx/fsl NESv4 READ 0.00 0.00 0 0.00
/vx/fsl NFSv4 WRITE 100.00 100.00 100 8.42
node_02
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EXPORT PATH PROTO TYPE
/vx/fsl NESv3 READ
/vx/fsl NFSv3 WRITE
/vx/fsl NESv4 READ
/vx/£fsl NFSv4 WRITE
NES>

REQ (MB)

1
51.
9.
108.

.00

00
00
00

XFER (MB)
0.00
78.00
0.00
116.00

TOTAL OPS AVG LATENCY (ms)

0 0.00
53 17.85
0 0.00
111 9.42

Reset NFS statistics to zero on node_02.

NFS> stat reset node_02
Success.

10.5.5 SEE ALSO

share(1), server(1)
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Object Access Commands

11.1 ObjectAccess

11.1.1 SYNOPSIS

account user show

bucket show [bucket_name]

group [setlshowlunset]

server [enablelstartlstoplstatusldisable]
set [ssl_enabledlpoolsifs_sizelfs_type]
unset pools pooll[,pool2,...]

map filesystem_path username

show

11.1.2 DESCRIPTION

The ObjectAccess commands are used to manage the object access service, to show the status of the service, to set and
unset the default or group specific configuration, and to manage the buckets accessed using the Amazon S3 protocol.

The following are the steps to configure and use the Veritas object access service.

1. Set up the default runtime configuration options. You need to set at least one default pool. For example,
objectaccess set pools slow_pool.

2. Enable the object access server.
3. Start the object access server.

The object access server creates a new file system for every new bucket. The type, size, and pools for the new file
system should be configured correctly by using the object access set command. If the group set fs_sharing
option is set to no, a new file system is created for the bucket every time. If the group set fs_sharing option
is set to yes, then new buckets are created under the existing file system. If the administrator expects a large number
of buckets to be created, the administrator can choose to share the same file system across all the users of the given

group.

169



Veritas Access Command Reference Guide Documentation, Release 7.3.1

See the objectaccess_group man page for more information.
You cannot start the object access service until you have enabled it.
4. Configure NIS/LDAP/AD with Veritas Access and create keys for user authentication.

The object access server provides a custom REST-based API to create an access key and a secret key. The REST APIs
use password-based authentication. It is recommended to always set ss1_enabled for the server. See the Veritas
Access RESTful API Guide for more information.

5. Set up user groups.

The object access server can be configured to use specific configurations based on the requester user’s group. An
administrator can override the file system type, size, pools, which should be used for a particular group. These group-
specific options override the default options. For users that are not part of any pre-configured object access groups,
the server uses the default configuration to create the file system.

Consider a pool, slow_pool, is created consisting of HDDs, and slow_pool is configured as the default pool. The
default pool, slow_pool, applies to all users.

Consider a pool, fast_pool, is created consisting of only SSDs, and you want some users to use fast_pool for creating
their buckets instead of the default slow_pool, then use the group options.

6. Use the object access server using an S3-API compatible client.

11.1.3 OPTIONS

account user [show] List the S3 users.
bucket show [bucket_name] List the buckets created by the S3 users.

group [setlshowlunset] Groups allow an administrator to override the default file system configuration
parameters. This gives fine control over how the object access server creates file systems and buckets
for particular user groups. It is recommended to create new groups using the authentication server
(NIS/LDAP/AD) based on your storage requirements and use them for this group configuration.

server [enablelstartistoplstatusidisable] Start, stop, or check the status of the object access service.
The server must be enabled before starting. Disabling the server deletes the object access config-
uration and user information database. All S3 buckets must be deleted before disabling the object
access server.

set [ssl_enabledIpoolsifs_sizelfs_type] Set object access configurable and default file system options.
The object access server creates a new file system for every new bucket. Use the set command to
create a new file system of a different configuration. The ss1_enabled option enables HTTPS
access. The pools option lets you choose the pool on which the bucket has to be created. Use the
fs_size option to set the default fs_size for the buckets.

unset pools pooll[,pool2,...] Remo