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Clustering concepts and
terminology

= Chapter 1. Introducing Cluster Server
= Chapter 2. About cluster topologies

= Chapter 3. VCS configuration concepts



Introducing Cluster Server

This chapter includes the following topics:
= About Cluster Server

= About cluster control guidelines

= About the physical components of VCS
= Logical components of VCS

= Putting the pieces together

About Cluster Server

Cluster Server (VCS) connects multiple, independent systems into a management
framework for increased availability. Each system, or node, runs its own operating
system and cooperates at the software level to form a cluster. VCS links commodity
hardware with intelligent software to provide application failover and control. When
a node or a monitored application fails, other nodes can take predefined actions to
take over and bring up services elsewhere in the cluster.

How VCS detects failure

VCS detects failure of an application by issuing specific commands, tests, or scripts
to monitor the overall health of an application. VCS also determines the health of

underlying resources by supporting the applications such as file systems and network
interfaces.

VCS uses a redundant network heartbeat to differentiate between the loss of a
system and the loss of communication between systems. VCS can also use
SCSI3-based membership coordination and data protection for detecting failure on
a node and on fencing.
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See “About cluster control, communications, and membership” on page 42.

How VCS ensures application availability

When VCS detects an application or node failure, VCS brings application services
up on a different node in a cluster.

Figure 1-1 shows how VCS virtualizes IP addresses and system names, so client
systems continue to access the application and are unaware of which server they
use.

Figure 1-1 VCS virtualizes of IP addresses and system names to ensure
application availability

Storage ?

IP Address
Application
Storage

For example, in a two-node cluster consisting of db-server1 and db-server2, a virtual
address may be called db-server. Clients access db-server and are unaware of
which physical server hosts the db-server.

About switchover and failover

Switchover and failover are the processes of bringing up application services on a
different node in a cluster by VCS. The difference between the two processes is

as follows:

Switchover A switchover is an orderly shutdown of an application and its supporting
resources on one server and a controlled startup on another server.

Failover A failover is similar to a switchover, except the ordered shutdown of

applications on the original node may not be possible due to failure of
hardware or services, so the services are started on another node.
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About cluster control guidelines

Most applications can be placed under cluster control provided the following
guidelines are met:

= Defined start, stop, and monitor procedures
See “ Defined start, stop, and monitor procedures” on page 27.

= Ability to restart in a known state
See “ Ability to restart the application in a known state” on page 28.

= Ability to store required data on shared disks
See “ External data storage” on page 28.

= Adherence to license requirements and host name dependencies
See “ Licensing and host name issues” on page 29.

Defined start, stop, and monitor procedures

The following table describes the defined procedures for starting, stopping, and
monitoring the application to be clustered:

Start procedure

Stop procedure

The application must have a command to start it and all resources it
may require. VCS brings up the required resources in a specific order,
then brings up the application by using the defined start procedure.

For example, to start an Oracle database, VCS must know which Oracle
utility to call, such as sqlplus. VCS must also know the Oracle user,
instance ID, Oracle home directory, and the pfile.

An individual instance of the application must be capable of being
stopped without affecting other instances.

For example, You cannot kill all httpd processes on a Web server
because it also stops other Web servers.

If VCS cannot stop an application cleanly, it may call for a more forceful
method, like a kill signal. After a forced stop, a clean-up procedure may
be required for various process-specific and application-specific items
that may be left behind. These items include shared memory segments
or semaphores.
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Monitor procedure The application must have a monitor procedure that determines if the
specified application instance is healthy. The application must allow
individual monitoring of unique instances.

For example, the monitor procedure for a Web server connects to the
specified server and verifies that it serves Web pages. In a database
environment, the monitoring application can connect to the database
server and perform SQL commands to verify read and write access to
the database.

If a test closely matches what a user does, it is more successful in
discovering problems. Balance the level of monitoring by ensuring that
the application is up and by minimizing monitor overhead.

Ability to restart the application in a known state

When you take an application offline, the application must close out all tasks, store
data properly on shared disk, and exit. Stateful servers must not keep that state of
clients in memory. States should be written to shared storage to ensure proper
failover.

Commercial databases such as Oracle, Sybase, or SQL Server are good examples
of well-written, crash-tolerant applications. On any client SQL request, the client is
responsible for holding the request until it receives acknowledgement from the
server. When the server receives a request, it is placed in a special redo log file.
The database confirms that the data is saved before it sends an acknowledgement
to the client. After a server crashes, the database recovers to the last-known
committed state by mounting the data tables and by applying the redo logs. This
returns the database to the time of the crash. The client resubmits any outstanding
client requests that are unacknowledged by the server, and all others are contained
in the redo logs.

If an application cannot recover gracefully after a server crashes, it cannot run in
a cluster environment. The takeover server cannot start up because of data
corruption and other problems.

External data storage

The application must be capable of storing all required data and configuration
information on shared disks. The exception to this rule is a true shared nothing
cluster.

See “About shared nothing clusters” on page 57.

To meet this requirement, you may need specific setup options or soft links. For
example, a product may only install in /usr/local. This limitation requires one of the
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following options: linking /usr/local to a file system that is mounted from the shared
storage device or mounting file system from the shared device on /usr/local.

The application must also store data to disk instead of maintaining it in memory.
The takeover system must be capable of accessing all required information. This
requirement precludes the use of anything inside a single system inaccessible by
the peer. NVRAM accelerator boards and other disk caching mechanisms for
performance are acceptable, but must be done on the external array and not on
the local host.

Licensing and host name issues

About the

The application must be capable of running on all servers that are designated as
potential hosts. This requirement means strict adherence to license requirements
and host name dependencies. A change of host names can lead to significant
management issues when multiple systems have the same host name after an
outage. To create custom scripts to modify a system host name on failover is not
recommended. Veritas recommends that you configure applications and licenses
to run properly on all hosts.

physical components of VCS

A VCS cluster comprises of systems that are connected with a dedicated
communications infrastructure. VCS refers to a system that is part of a cluster as
a node.

Each cluster has a unique cluster ID. Redundant cluster communication links connect
systems in a cluster.

See “About VCS nodes” on page 29.
See “About shared storage” on page 30.

See “About networking” on page 30.

About VCS nodes

VCS nodes host the service groups (managed applications and their resources).
Each system is connected to networking hardware, and usually to storage hardware
also. The systems contain components to provide resilient management of the
applications and to start and stop agents.

Nodes can be individual systems, or they can be created with domains or partitions
on enterprise-class systems or on supported virtual machines. Individual cluster
nodes each run their own operating system and possess their own boot device.
Each node must run the same operating system within a single VCS cluster.
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VCS is capable of supporting clusters with up to 64 nodes. For more updates on
this support, review the Late-Breaking News TechNote on the Veritas Technical
Support Web site :

https://www.veritas.com/support/en_US/article.000107213

You can configure applications to run on specific nodes within the cluster.

About shared storage

Storage is a key resource of most applications services, and therefore most service
groups. You can start a managed application on a system that has access to its
associated data files. Therefore, a service group can only run on all systems in the
cluster if the storage is shared across all systems. In many configurations, a storage
area network (SAN) provides this requirement.

See “ Cluster topologies and storage configurations” on page 55.

You can use I/O fencing technology for data protection. I/O fencing blocks access
to shared storage from any system that is not a current and verified member of the
cluster.

See “About the 1/0 fencing module” on page 45.
See “About the 1/0 fencing algorithm” on page 254.

About networking
Networking in the cluster is used for the following purposes:
= Communications between the cluster nodes and the customer systems.
»  Communications between the cluster nodes.

See “About cluster control, communications, and membership” on page 42.

Logical components of VCS

VCS is comprised of several components that provide the infrastructure to cluster
an application.

See “About resources and resource dependencies” on page 31.
See “Categories of resources” on page 33.

See “About resource types” on page 33.

See “About service groups” on page 34.

See “Types of service groups” on page 34.
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See “About the ClusterService group” on page 35.

See “About the cluster UUID” on page 35.

See “About agents in VCS” on page 36.

See “About agent functions” on page 37.

See “ VCS agent framework” on page 42.

See “About cluster control, communications, and membership” on page 42.
See “About security services” on page 45.

See “ Components for administering VCS” on page 46.

About resources and resource dependencies

Resources are hardware or software entities that make up the application. Disk
groups and file systems, network interface cards (NIC), IP addresses, and
applications are a few examples of resources.

Resource dependencies indicate resources that depend on each other because of
application or operating system requirements. Resource dependencies are
graphically depicted in a hierarchy, also called a tree, where the resources higher
up (parent) depend on the resources lower down (child).

Figure 1-2 shows the hierarchy for a database application.

Figure 1-2 Sample resource dependency graph

Application requires database and IP address.

Application
IP Address

Resource dependencies determine the order in which resources are brought online
or taken offline. For example, you must import a disk group before volumes in the
disk group start, and volumes must start before you mount file systems. Conversely,
you must unmount file systems before volumes stop, and volumes must stop before
you deport disk groups.

A parent is brought online after each child is brought online, and this continues up
the tree, until finally the application starts. Conversely, to take a managed application
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offline, VCS stops resources by beginning at the top of the hierarchy. In this example,
the application stops first, followed by the database application. Next the IP address
and file systems stop concurrently. These resources do not have any resource
dependency between them, and this continues down the tree.

Child resources must be brought online before parent resources are brought online.
Parent resources must be taken offline before child resources are taken offline. If
resources do not have parent-child interdependencies, they can be brought online
or taken offline concurrently.

Atleast resource dependency

A new type of resource dependency has been introduced wherein a parent resource
can depend on a set of child resources. The parent resource is brought online or
remains online only if a minimum number of child resources in this resource set are
online.

For example, if an application depends on five IPs and if this application has to be
brought online or has to remain online, at least two IPs must be online. You can
configure this dependency as shown in the figure below. See “Configuring atleast
resource dependency” on page 149.

The system creates a set of child IP resources and the application resource will
depend on this set. For this example, the assumption is that the application resource
is res1 and the child IP resources are res2, res3, res4, res5, and res6.

Figure 1-3 Atleast resource dependency graph

Minimum

Application (res1) dependency = 2 IPs
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If two or more IP resources come online, the application attempts to come online.
If the number of online resources falls below the minimum requirement, (in this
case: 2), resource fault is propagated up the resource dependency tree.

Note: Veritas InfoScale Operations Manager and Java GUI does not support atleast

resource dependency and so the dependency is shown as normal resource

dependency.

Categories of resources

Different types of resources require different levels of control.

Table 1-1 describes the three categories of VCS resources.

Table 1-1

Categories of VCS resources

VCS resources

VCS behavior

On-Off

VCS starts and stops On-Off resources as required. For
example, VCS imports a disk group when required, and deports
it when it is no longer needed.

On-Only

VCS starts On-Only resources, but does not stop them.

For example, VCS requires NFS daemons to be running to
export a file system. VCS starts the daemons if required, but
does not stop them if the associated service group is taken
offline.

Persistent

These resources cannot be brought online or taken offline.
For example, a network interface card cannot be started or
stopped, but it is required to configure an IP address. A
Persistent resource has an operation value of None. VCS
monitors Persistent resources to ensure their status and
operation. Failure of a Persistent resource triggers a service
group failover.

About resource types

VCS defines a resource type for each resource it manages. For example, you can
configure the NIC resource type to manage network interface cards. Similarly, you
can configure an IP address using the IP resource type.

VCS includes a set of predefined resources types. For each resource type, VCS
has a corresponding agent, which provides the logic to control resources.

See “About agents in VCS” on page 36.
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About service groups

A service group is a virtual container that contains all the hardware and software
resources that are required to run the managed application. Service groups allow
VCS to control all the hardware and software resources of the managed application
as a single unit. When a failover occurs, resources do not fail over individually; the
entire service group fails over. If more than one service group is on a system, a
group can fail over without affecting the others.

Figure 1-4 shows a typical database service group.

Figure 1-4 Typical database service group

Application

A single node can host any number of service groups, each providing a discrete
service to networked clients. If the server crashes, all service groups on that node
must be failed over elsewhere.

Service groups can be dependent on each other. For example, a managed
application might be a finance application that is dependent on a database
application. Because the managed application consists of all components that are
required to provide the service, service group dependencies create more complex
managed applications. When you use service group dependencies, the managed
application is the entire dependency tree.

See “About service group dependencies” on page 388.

Types of service groups

VCS service groups fall in three main categories: failover, parallel, and hybrid.

About failover service groups

A failover service group runs on one system in the cluster at a time. Failover groups
are used for most applications that do not support multiple systems to simultaneously
access the application’s data.
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About parallel service groups

A parallel service group runs simultaneously on more than one system in the cluster.
A parallel service group is more complex than a failover group. Parallel service
groups are appropriate for applications that manage multiple application instances
that run simultaneously without data corruption.

About hybrid service groups

A hybrid service group is for replicated data clusters and is a combination of the
failover and parallel service groups. It behaves as a failover group within a system
zone or site and a parallel group across system zones or site.

A hybrid service group cannot fail over across system zones. VCS allows a switch
operation on a hybrid group only if both systems are within the same system zone
or site. If no systems exist within a zone for failover, VCS calls the nofailover trigger
on the lowest numbered node.

See “About service group dependencies” on page 388.

See “About the nofailover event trigger” on page 433.

About the ClusterService group

The ClusterService group is a special purpose service group, which contains
resources that are required by VCS components.

The group contains resources for the following items:
= Notification
= Wide-area connector (WAC) process, which is used in global clusters

By default, the ClusterService group can fail over to any node despite restrictions
such as the node being frozen. However, if you disable the AutoAddSystemToCSG
attribute, you can control the nodes that are included in the SystemlList. The
ClusterService group is the first service group to come online and cannot be
autodisabled. The ClusterService group comes online on the first node that
transitions to the running state. The VCS engine discourages the action of taking
the group offline manually.

About the cluster UUID

When you install VCS using the product installer, the installer generates a universally
unique identifier (UUID) for the cluster. This value is the same across all the nodes
in the cluster. The value is defined in the ClusterUUID or CID attribute.

See “Cluster attributes” on page 731.
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If you do not use the product installer to install VCS, you must run the uuidconfig.pl
utility to configure the UUID for the cluster.

See “Configuring and unconfiguring the cluster UUID value” on page 156.

About agents in VCS

Agents are multi-threaded processes that provide the logic to manage resources.
VCS has one agent per resource type. The agent monitors all resources of that
type; for example, a single IP agent manages all IP resources.

When the agent starts, it obtains the necessary configuration information from the
VCS engine. It then periodically monitors the resources, and updates the VCS
engine with the resource status. The agents that support Intelligent Monitoring
Framework (IMF) also monitors the resources asynchronously. These agents register
with the IMF notification module for resource state change notifications. Enabling
IMF for process-based and mount-based agents can give you significant
performance benefits in terms of system resource utilization and also aid faster
failover of applications.

See “About resource monitoring” on page 38.

The action to bring a resource online or take it offline differs significantly for each
resource type. For example, when you bring a disk group online, it requires importing
the disk group. But, when you bring a database online, it requires that you start the
database manager process and issue the appropriate startup commands.

VCS monitors resources when they are online and offline to ensure that they are
not started on systems where they are not supposed to run. For this reason, VCS
starts the agent for any resource that is configured to run on a system when the
cluster is started. If no resources of a particular type are configured, the agent is
not started. For example, if no Oracle resources exist in your configuration, the
Oracle agent is not started on the system.

Certain agents can identify when an application has been intentionally shut down
outside of VCS control. For agents that support this functionality, if an administrator
intentionally shuts down an application outside of VCS control, VCS does not treat
it as a fault. VCS sets the service group state as offline or partial, which depends

on the state of other resources in the service group.

This feature allows administrators to stop applications that do not cause a failover.
The feature is available for V51 agents. Agent versions are independent of VCS
versions. For example, VCS 6.0 can run V40, V50, V51, and V52 agents for
backward compatibility.

See “VCS behavior for resources that support the intentional offline functionality”
on page 350.
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are called entry points.

For details on agent functions, see the Cluster Server Agent Developer’s Guide.

Table 1-2 describes the agent functions.

Table 1-2

Agent functions

Agent functions

Role

Online

Brings a specific resource ONLINE from an OFFLINE state.

Offline

Takes a resource from an ONLINE state to an OFFLINE state.

Monitor

Tests the status of a resource to determine if the resource is online or
offline.

The function runs at the following times:

= During initial node startup, to probe and determine the status of all
resources on the system.

n After every online and offline operation.

= Periodically, to verify that the resource remains in its correct state.
Under normal circumstances, the monitor entry point is run every
60 seconds when a resource is online. The entry point is run every
300 seconds when a resource is expected to be offline.

= When you probe a resource using the following command:

# hares -probe res name -sys system name.

imf_init

Initializes the agent to interface with the IMF notification module. This
function runs when the agent starts up.

imf_getnotification

Gets notification about resource state changes. This function runs after
the agent initializes with the IMF notification module. This function
continuously waits for notification and takes action on the resource
upon notification.

imf_register

Registers or unregisters resource entities with the IMF notification
module. For example, the function registers the PID for online monitoring
of a process. This function runs for each resource after the resource
goes into steady state (online or offline).

37



Introducing Cluster Server | 38
Logical components of VCS

Table 1-2 Agent functions (continued)

Agent functions | Role

Clean Cleans up after a resource fails to come online, fails to go offline, or
fails to detect as ONLINE when resource is in an ONLINE state. The
clean entry point is designed to clean up after an application fails. The
function ensures that the host system is returned to a valid state. For
example, the clean function may remove shared memory segments or
IPC resources that are left behind by a database.

Action Performs actions that can be completed in a short time and which are
outside the scope of traditional activities such as online and offline.
Some agents have predefined action scripts that you can run by invoking
the action function.

Info Retrieves specific information for an online resource.

The retrieved information is stored in the resource attribute
Resourcelnfo. This function is invoked periodically by the agent
framework when the resource type attribute Infolnterval is set to a
non-zero value. The Infolnterval attribute indicates the period after
which the info function must be invoked. For example, the Mount agent
may use this function to indicate the space available on the file system.

To see the updated information, you can invoke the info agent function
explicitly from the command line interface by running the following
command:

hares -refreshinfo res [-sys system] -clus cluster

| -localclus

About resource monitoring

VCS agents poll the resources periodically based on the monitor interval (in seconds)
value that is defined in the Monitorinterval or in the OfflineMonitorinterval resource
type attributes. After each monitor interval, VCS invokes the monitor agent function
for that resource. For example, for process offline monitoring, the process agent's
monitor agent function corresponding to each process resource scans the process
table in each monitor interval to check whether the process has come online. For
process online monitoring, the monitor agent function queries the operating system
for the status of the process id that it is monitoring. In case of the mount agent, the
monitor agent function corresponding to each mount resource checks if the block
device is mounted on the mount point or not. In order to determine this, the monitor
function does operations such as mount table scans or runs statfs equivalents.

With intelligent monitoring framework (IMF), VCS supports intelligent resource
monitoring in addition to poll-based monitoring. IMF is an extension to the VCS
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agent framework. You can enable or disable the intelligent monitoring functionality
of the VCS agents that are IMF-aware. For a list of IMF-aware agents, see the
Cluster Server Bundled Agents Reference Guide.

See “How intelligent resource monitoring works” on page 40.

See “Enabling and disabling intelligent resource monitoring for agents manually”
on page 141.

See “Enabling and disabling IMF for agents by using script” on page 143.

Poll-based monitoring can consume a fairly large percentage of system resources
such as CPU and memory on systems with a huge number of resources. This not
only affects the performance of running applications, but also places a limit on how
many resources an agent can monitor efficiently.

However, with IMF-based monitoring you can either eliminate poll-based monitoring
completely or reduce its frequency. For example, for process offline and online
monitoring, you can completely avoid the need for poll-based monitoring with
IMF-based monitoring enabled for processes. Similarly for vxfs mounts, you can
eliminate the poll-based monitoring with IMF monitoring enabled. Such reduction
in monitor footprint will make more system resources available for other applications
to consume.

Note: Intelligent Monitoring Framework for mounts is supported only for the VxFS,
CFS, and NFS mount types.

With IMF-enabled agents, VCS will be able to effectively monitor larger number of
resources.

Thus, intelligent monitoring has the following benefits over poll-based monitoring:
= Provides faster notification of resource state changes

= Reduces VCS system utilization due to reduced monitor function footprint

= Enables VCS to effectively monitor a large number of resources

Consider enabling IMF for an agent in the following cases:

= You have a large number of process resources or mount resources under VCS
control.

= You have any of the agents that are IMF-aware.
For information about IMF-aware agents, see the following documentation:

» See the Cluster Server Bundled Agents Reference Guide for details on whether
your bundled agent is IMF-aware.
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= See the Storage Foundation Cluster File System High Availability Installation
Guide for IMF-aware agents in CFS environments.

How intelligent resource monitoring works

When an IMF-aware agent starts up, the agent initializes with the IMF notification
module. After the resource moves to a steady state, the agent registers the details
that are required to monitor the resource with the IMF notification module. For
example, the process agent registers the PIDs of the processes with the IMF
notification module. The agent's imf_getnotification function waits for any resource
state changes. When the IMF notification module notifies the imf_getnotification
function about a resource state change, the agent framework runs the monitor agent
function to ascertain the state of that resource. The agent notifies the state change
to VCS which takes appropriate action.

A resource moves into a steady state when any two consecutive monitor agent
functions report the state as ONLINE or as OFFLINE. The following are a few
examples of how steady state is reached.

=  When a resource is brought online, a monitor agent function is scheduled after
the online agent function is complete. Assume that this monitor agent function
reports the state as ONLINE. The next monitor agent function runs after a time
interval specified by the MonitorInterval attribute. If this monitor agent function
too reports the state as ONLINE, a steady state is achieved because two
consecutive monitor agent functions reported the resource state as ONLINE.
After the second monitor agent function reports the state as ONLINE, the
registration command for IMF is scheduled. The resource is registered with the
IMF notification module and the resource comes under IMF control. The default
value of Monitorinterval is 60 seconds.
A similar sequence of events applies for taking a resource offline.

= Assume that IMF is disabled for an agent type and you enable IMF for the agent
type when the resource is ONLINE. The next monitor agent function occurs after
a time interval specified by MonitorInterval. If this monitor agent function again
reports the state as ONLINE, a steady state is achieved because two consecutive
monitor agent functions reported the resource state as ONLINE.
A similar sequence of events applies if the resource is OFFLINE initially and
the next monitor agent function also reports the state as OFFLINE after you
enable IMF for the agent type.

See “About the IMF notification module” on page 45.

About Open IMF

The Open IMF architecture builds further upon the IMF functionality by enabling
you to get notifications about events that occur in user space.
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The architecture uses an IMF daemon (IMFD) that collects notifications from the
user space notification providers (USNPs) and passes the notifications to the AMF
driver, which in turn passes these on to the appropriate agent. IMFD starts on the
first registration with IMF by an agent that requires Open IMF.

The Open IMF architecture provides the following benefits:

= IMF can group events of different types under the same VCS resource and is
the central notification provider for kernel space events and user space events.

= More agents can become IMF-aware by leveraging the notifications that are
available only from user space.

= Agents can get notifications from IMF without having to interact with USNPs.

For example, Open IMF enables the AMF driver to get notifications from vxnotify,
the natification provider for Veritas Volume Manager. The AMF driver passes these
notifications on to the DiskGroup agent. For more information on the DiskGroup
agent, see the Cluster Server Bundled Agents Reference Guide.

Agent classifications

The different kinds of agents that work with VCS include bundled agents, enterprise
agents, and custom agents.

About bundled agents

Bundled agents are packaged with VCS. They include agents for Disk, Mount, IP,
and various other resource types.

See the Cluster Server Bundled Agents Reference Guide.

About enterprise agents

Enterprise agents control third party applications. These include agents for Oracle,
Sybase, and DB2.

See the following documentation for more information:
» Cluster Server Agent for Oracle Installation and Configuration Guide
» Cluster Server Agent for Sybase Installation and Configuration Guide

» Cluster Server Agent for DB2 Installation and Configuration Guide

About custom agents

Custom agents are agents that customers or Veritas consultants develop. Typically,
agents are developed because the user requires control of an application that the
current bundled or enterprise agents do not support.
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See the Cluster Server Agent Developer’s Guide.

VCS agent framework

The VCS agent framework is a set of common, predefined functions that are
compiled into each agent. These functions include the ability to connect to the
Veritas High Availability Engine (HAD) and to understand common configuration
attributes. The agent framework frees the developer from developing functions for
the cluster; the developer instead can focus on controlling a specific resource type.

VCS agent framework also includes IMF which enables asynchronous monitoring
of resources and instantaneous state change notifications.

See “About resource monitoring” on page 38.

For more information on developing agents, see the Cluster Server Agent
Developer’s Guide.

About cluster control, communications, and membership

Cluster communications ensure that VCS is continuously aware of the status of
each system’s service groups and resources. They also enable VCS to recognize
which systems are active members of the cluster, which have joined or left the
cluster, and which have failed.

See “About the high availability daemon (HAD)” on page 42.

See “About the HostMonitor daemon” on page 43.

See “About Group Membership Services and Atomic Broadcast (GAB)” on page 44.
See “About Low Latency Transport (LLT)” on page 44.

See “About the 1/0 fencing module” on page 45.

See “About the IMF notification module” on page 45.

About the high availability daemon (HAD)

The VCS high availability daemon (HAD) runs on each system.

Also known as the Veritas High Availability Engine, HAD is responsible for the
following functions:

= Builds the running cluster configuration from the configuration files
= Distributes the information when new nodes join the cluster
= Responds to operator input

= Takes corrective action when something fails.
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The engine uses agents to monitor and manage resources. It collects information
about resource states from the agents on the local system and forwards it to all
cluster members.

The local engine also receives information from the other cluster members to update
its view of the cluster. HAD operates as a replicated state machine (RSM). The
engine that runs on each node has a completely synchronized view of the resource
status on each node. Each instance of HAD follows the same code path for corrective
action, as required.

The RSM is maintained through the use of a purpose-built communications package.
The communications package consists of the protocols Low Latency Transport
(LLT) and Group Membership Services and Atomic Broadcast (GAB).

See “About inter-system cluster communications” on page 222.

The hashadow process monitors HAD and restarts it when required.

About the HostMonitor daemon

VCS also starts HostMonitor daemon when the VCS engine comes up. The VCS
engine creates a VCS resource VCShm of type HostMonitor and a VCShmg service
group. The VCS engine does not add these objects to the main.cf file. Do not modify
or delete these VCS components. VCS uses the HostMonitor daemon to monitor
the resource utilization of CPU, Memory, and Swap. VCS reports to the engine log
if the resources cross the threshold limits that are defined for the resources. The
HostMonitor daemon also monitors the available capacity of CPU, memory, and
Swap in absolute terms, enabling the VCS engine to make dynamic decisions about
failing over an application to the biggest available or best suitable system.

VCS deletes user-defined VCS objects that use the HostMonitor object names. If
you had defined the following objects in the main.cf file using the reserved words

for the HostMonitor daemon, then VCS deletes these objects when the VCS engine
starts:

= Any group that you defined as VCShmg along with all its resources.

= Any resource type that you defined as HostMonitor along with all the resources
of such resource type.

= Any resource that you defined as VCShm.
See “VCS keywords and reserved words” on page 71.

You can control the behavior of the HostMonitor daemon using the Statistics
attribute.

See “Cluster attributes” on page 731.
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About Group Membership Services and Atomic Broadcast
(GAB)

The Group Membership Services and Atomic Broadcast protocol (GAB) is
responsible for the following cluster membership and cluster communications
functions:

» Cluster Membership
GAB maintains cluster membership by receiving input on the status of the
heartbeat from each node by LLT. When a system no longer receives heartbeats
from a peer, it marks the peer as DOWN and excludes the peer from the cluster.
In VCS, memberships are sets of systems participating in the cluster.

VCS has the following types of membership:

= A regular membership includes systems that communicate with each other
across more than one network channel.

= A jeopardy membership includes systems that have only one private
communication link.

= Avisible membership includes systems that have GAB running but the GAB
client is no longer registered with GAB.

» Cluster Communications
GAB'’s second function is reliable cluster communications. GAB provides
guaranteed delivery of point-to-point and broadcast messages to all nodes. The
Veritas High Availability Engine uses a private IOCTL (provided by GAB) to tell
GAB that it is alive.

About Low Latency Transport (LLT)

VCS uses private network communications between cluster nodes for cluster
maintenance. The Low Latency Transport functions as a high-performance,
low-latency replacement for the IP stack, and is used for all cluster communications.
Veritas recommends at least two independent networks between all cluster nodes.

For detailed information on the setting up networks, see Cluster Server Configuration
and Upgrade Guide.

These networks provide the required redundancy in the communication path and
enable VCS to differentiate between a network failure and a system failure.
LLT has the following two major functions:
= Traffic distribution
LLT distributes (load balances) internode communication across all available

private network links. This distribution means that all cluster communications
are evenly distributed across all private network links (maximum eight) for
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performance and fault resilience. If a link fails, traffic is redirected to the remaining
links.

= Heartbeat
LLT is responsible for sending and receiving heartbeat traffic over network links.
The Group Membership Services function of GAB uses this heartbeat to
determine cluster membership.

About the 1/0 fencing module

The I/0 fencing module implements a quorum-type functionality to ensure that only
one cluster survives a split of the private network. I/O fencing also provides the
ability to perform SCSI-3 persistent reservations on failover. The shared disk groups
offer complete protection against data corruption by nodes that are assumed to be
excluded from cluster membership.

See “About the I/0O fencing algorithm” on page 254.

About the IMF notification module

The notification module of Intelligent Monitoring Framework (IMF) is the
Asynchronous Monitoring Framework (AMF).

AMF is a kernel driver which hooks into system calls and other kernel interfaces of
the operating system to get notifications on various events such as:

=  When a process starts or stops.
=  When a block device gets mounted or unmounted from a mount point.
=  When a WPAR starts or stops.

AMF also interacts with the Intelligent Monitoring Framework Daemon (IMFD) to
get disk group related notifications. AMF relays these notifications to various VCS
Agents that are enabled for intelligent monitoring.

See “About Open IMF” on page 40.
WPAR agent also uses AMF kernel driver for asynchronous event notifications.
See “About resource monitoring” on page 38.

See “About cluster control, communications, and membership” on page 42.

About security services

VCS uses the VCS Authentication Service to provide secure communication between
cluster nodes. VCS uses digital certificates for authentication and uses SSL to
encrypt communication over the public network.
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In secure mode:
= VCS uses platform-based authentication.
= VCS does not store user passwords.

= Al VCS users are system and domain users and are configured using
fully-qualified user names. For example, administrator@vcsdomain. VCS
provides a single sign-on mechanism, so authenticated users do not need to
sign on each time to connect to a cluster.

For secure communication, VCS components acquire credentials from the
authentication broker that is configured on the local system. In VCS 6.0 and later,
a root and authentication broker is automatically deployed on each node when a
secure cluster is configured. The acquired certificate is used during authentication
and is presented to clients for the SSL handshake.

VCS and its components specify the account name and the domain in the following
format:

= HAD Account

name = HAD

domain = VCS SERVICES@Cluster UUID
s CmdServer

name = CMDSERVER

domain = VCS_ SERVICES@Cluster UUID
For instructions on how to set up Security Services while setting up the cluster, see
the Cluster Server installation documentation.

See “Enabling and disabling secure mode for the cluster” on page 162.

Components for administering VCS
VCS provides several components to administer clusters.

Table 1-3 describes the components that VCS provides to administer clusters:
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Table 1-3 VCS components to administer clusters
VCS Description
components

Veritas InfoScale
Operations
Manager

A Web-based graphical user interface for monitoring and administering
the cluster.

Install the Veritas InfoScale Operations Manager on a management
server outside the cluster to manage multiple clusters.

See the Veritas InfoScale Operations Manager documentation for more
information.

Cluster Manager
(Java Console)

A cross-platform Java-based graphical user interface that provides
complete administration capabilities for your cluster. The console runs
on any system inside or outside the cluster, on any operating system
that supports Java. You cannot use Java Console if the external
communication port for VCS is not open. By default, the external
communication port for VCS is 14141.

Note: Veritas Technologies recommends Veritas InfoScale Operations
Manager be used as the graphical user interface to monitor and
administer the cluster. Cluser Manager (Java Console) may not support
features released in VCS 6.0 and later versions.

VCS command line
interface (CLI)

The VCS command-line interface provides a comprehensive set of
commands for managing and administering the cluster.

See “About administering VCS from the command line” on page 88.

About Veritas InfoScale Operations Manager

Veritas InfoScale Operations Manager provides a centralized management console
for Veritas InfoScale products. You can use Veritas InfoScale Operations Manager

to monitor, visualize, and manage storage resources and generate reports.

Veritas recommends using Veritas InfoScale Operations Manager to manage
Storage Foundation and Cluster Server environments.

You can download Veritas InfoScale Operations Manager from
https://sort.veritas.com/.

Refer to the Veritas InfoScale Operations Manager documentation for installation,

upgrade, and configuration instructions.

If you want to manage a single cluster using Cluster Manager (Java Console), a
version is available for download from

https://www.veritas.com/product/storage-management/infoscale-operations-manager.
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You cannot manage the new features of this release using the Java Console. Cluster
Server Management Console is deprecated.

Putting the pieces together

In this example, a two-node cluster exports an NFS file system to clients. Both
nodes are connected to shared storage, which enables them to access the
directories being shared. A single service group, NFS_Group, fails over between
System A and System B, as necessary.

The Veritas High Availability Engine (HAD) reads the configuration file, determines
what agents are required to control the resources in the service group, and starts
the agents. HAD uses resource dependencies to determine the order in which to
bring the resources online. VCS issues online commands to the corresponding
agents in the correct order.

Figure 1-5 shows a dependency graph for the sample NFS group.

Figure 1-5

VCS starts the agents for DiskGroup, Mount, Share, NFS, NIC, IP, and NFSRestart
on all systems that are configured to run NFS_Group.

The resource dependencies are configured as follows:

= The /home file system (configured as a Mount resource), requires that the disk
group (configured as a DiskGroup resource) is online before you mount.

= The lower NFSRestart resource requires that the file system is mounted and
that the NFS daemons (NFS) are running.
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The NFS export of the home file system (Share) requires that the lower
NFSRestart resource is up.

The high availability IP address, nfs_IP, requires that the file system (Share) is
shared and that the network interface (NIC) is up.

The upper NFSRestart resource requires that the IP address is up.

The NFS daemons and the disk group have no child dependencies, so they can
start in parallel.

The NIC resource is a persistent resource and does not require starting.

You can configure the service group to start automatically on either node in the
preceding example. It then can move or fail over to the second node on command
or automatically if the first node fails. On failover or relocation, to make the resources
offline on the first node, VCS begins at the top of the graph. When it starts them on
the second node, it begins at the bottom.
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About cluster topologies

This chapter includes the following topics:
= Basic failover configurations
= About advanced failover configurations

= Cluster topologies and storage configurations

Basic failover configurations

The basic failover configurations include asymmetric, symmetric, and N-to-1.

Asymmetric or active / passive configuration

In an asymmetric configuration, an application runs on a primary server. A dedicated
redundant server is present to take over on any failure. The redundant server is
not configured to perform any other functions.

Figure 2-1 shows failover within an asymmetric cluster configuration, where a
database application is moved, or failed over, from the master to the redundant
server.
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Figure 2-1 Asymmetric failover
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This configuration is the simplest and most reliable. The redundant server is on
stand-by with full performance capability. If other applications are running, they
present no compatibility issues.

|

Symmetric or active / active configuration

In a symmetric configuration, each server is configured to run a specific application
or service and provide redundancy for its peer. In this example, each server runs
one application service group. When a failure occurs, the surviving server hosts
both application groups.

Figure 2-2 shows failover within a symmetric cluster configuration.

Figure 2-2 Symmetric failover
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Symmetric configurations appear more efficient in terms of hardware utilization. In
the asymmetric example, the redundant server requires only as much processor
power as its peer. On failover, performance remains the same. In the symmetric
example, the redundant server requires adequate processor power to run the
existing application and the new application it takes over.
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Further issues can arise in symmetric configurations when multiple applications
that run on the same system do not co-exist properly. Some applications work well
with multiple copies started on the same system, but others fail. Issues also can
arise when two applications with different I/O and memory requirements run on the
same system.

About N-to-1 configuration

An N-to-1 failover configuration reduces the cost of hardware redundancy and still
provides a potential, dedicated spare. In an asymmetric configuration no performance
penalty exists. No issues exist with multiple applications running on the same
system; however, the drawback is the 100 percent redundancy cost at the server
level.

Figure 2-3 shows an N to 1 failover configuration.

Figure 2-3 N-to-1 configuration
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An N-to-1 configuration is based on the concept that multiple, simultaneous server
failures are unlikely; therefore, a single redundant server can protect multiple active
servers. When a server fails, its applications move to the redundant server. For
example, in a 4-to-1 configuration, one server can protect four servers. This
configuration reduces redundancy cost at the server level from 100 percent to 25
percent. In this configuration, a dedicated, redundant server is cabled to all storage
and acts as a spare when a failure occurs.

The problem with this design is the issue of failback. When the failed server is
repaired, you must manually fail back all services that are hosted on the failover
server to the original server. The failback action frees the spare server and restores
redundancy to the cluster.

Figure 2-4 shows an N to 1 failover requiring failback.
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Figure 2-4 N-to-1 failover requiring failback
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Most shortcomings of early N-to-1 cluster configurations are caused by the limitations
of storage architecture. Typically, it is impossible to connect more than two hosts
to a storage array without complex cabling schemes and their inherent reliability
problems, or expensive arrays with multiple controller ports.

About advanced failover configurations

Advanced failover configuration for VCS include N + 1 and N-to-N configurations.

About the N + 1 configuration

With the capabilities introduced by storage area networks (SANs), you cannot only
create larger clusters, you can also connect multiple servers to the same storage.

Figure 2-5 shows an N+1 cluster failover configuration.

Figure 2-5 N+1 configuration
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A dedicated, redundant server is no longer required in the configuration. Instead
of N-to-1 configurations, you can use an N+1 configuration. In advanced N+1
configurations, an extra server in the cluster is spare capacity only.

When a server fails, the application service group restarts on the spare. After the
server is repaired, it becomes the spare. This configuration eliminates the need for
a second application failure to fail back the service group to the primary system.
Any server can provide redundancy to any other server.

Figure 2-6 shows an N+1 cluster failover configuration requiring failback.

Figure 2-6 N+1 cluster failover configuration requiring failback
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About the N-to-N configuration

An N-to-N configuration refers to multiple service groups that run on multiple servers,
with each service group capable of being failed over to different servers. For
example, consider a four-node cluster in which each node supports three critical
database instances.

Figure 2-7 shows an N to N cluster failover configuration.
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Figure 2-7 N-to-N configuration

SG = Service Group

If any node fails, each instance is started on a different node. this action ensures
that no single node becomes overloaded. This configuration is a logical evolution
of N + 1; it provides cluster standby capacity instead of a standby server.

N-to-N configurations require careful testing to ensure that all applications are
compatible. You must specify a list of systems on which a service group is allowed
to run in the event of a failure.

Cluster topologies and storage configurations

The commonly-used cluster topologies include the following:
= Shared storage clusters

s Campus clusters

= Shared nothing clusters

= Replicated data clusters

s Global clusters

About basic shared storage cluster

In this configuration, a single cluster shares access to a storage device, typically
over a SAN. You can only start an application on a node with access to the required
storage. For example, in a multi-node cluster, any node that is designated to run a
specific database instance must have access to the storage where the database’s
tablespaces, redo logs, and control files are stored. Such a shared disk architecture
is also the easiest to implement and maintain. When a node or application fails, all
data that is required to restart the application on another node is stored on the
shared disk.

Figure 2-8 shows a shared disk architecture for a basic cluster.
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Figure 2-8 Shared disk architecture for basic cluster
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About campus, or metropolitan, shared storage cluster

In a campus environment, you use VCS and Veritas Volume Manager to create a
cluster that spans multiple datacenters or buildings. Instead of a single storage
array, data is mirrored between arrays by using Veritas Volume Manager. This
configuration provides synchronized copies of data at both sites. This procedure is
identical to mirroring between two arrays in a datacenter; only now it is spread over
a distance.

Figure 2-9 shows a campus shared storage cluster.

Figure 2-9 Campus shared storage cluster
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A campus cluster requires two independent network links for heartbeat, two storage
arrays each providing highly available disks, and public network connectivity between
buildings on same IP subnet. If the campus cluster setup resides on different subnets
with one for each site, then use the VCS DNS agent to handle the network changes
or issue the DNS changes manually.

See “ How VCS campus clusters work” on page 538.

About shared nothing clusters

Systems in shared nothing clusters do not share access to disks; they maintain
separate copies of data. VCS shared nothing clusters typically have read-only data
stored locally on both systems. For example, a pair of systems in a cluster that
includes a critical Web server, which provides access to a backend database. The
Web server runs on local disks and does not require data sharing at the Web server
level.

Figure 2-10 shows a shared nothing cluster.

Figure 2-10 Shared nothing cluster

About replicated data clusters

In a replicated data cluster no shared disks exist. Instead, a data replication product
synchronizes copies of data between nodes or sites. Replication can take place at
the application, host, and storage levels. Application-level replication products, such
as Oracle DataGuard, maintain consistent copies of data between systems at the
SQL or database levels. Host-based replication products, such as Veritas Volume
Replicator, maintain consistent storage at the logical volume level. Storage-based
or array-based replication maintains consistent copies of data at the disk or RAID
LUN level.

Figure 2-11 shows a hybrid shared storage and replicated data cluster, in which
different failover priorities are assigned to nodes according to particular service
groups.
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Figure 2-11 Shared storage replicated data cluster
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You can also configure replicated data clusters without the ability to fail over locally,
but this configuration is not recommended.

See “ How VCS replicated data clusters work” on page 529.

About global clusters

A global cluster links clusters at separate locations and enables wide-area failover
and disaster recovery.

Local clustering provides local failover for each site or building. Campus and
replicated cluster configurations offer protection against disasters that affect limited
geographic regions. Large scale disasters such as major floods, hurricanes, and
earthquakes can cause outages for an entire city or region. In such situations, you
can ensure data availability by migrating applications to sites located considerable
distances apart.

Figure 2-12 shows a global cluster configuration.
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Figure 2-12 Global cluster
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In a global cluster, if an application or a system fails, the application is migrated to
another system within the same cluster. If the entire cluster fails, the application is
migrated to a system in another cluster. Clustering on a global level also requires

the replication of shared data to the remote site.

59



VCS configuration
concepts

This chapter includes the following topics:
= About configuring VCS

= VCS configuration language

= About the main.cf file

= About the types.cf file

= About VCS attributes

= VCS keywords and reserved words

s VCS environment variables

About configuring VCS

When you configure VCS, you convey to the Veritas High Availability Engine the
definitions of the cluster, service groups, resources, and dependencies among
service groups and resources.

VCS uses the following two configuration files in a default configuration:

= main.cf
Defines the cluster, including services groups and resources.

= types.cf
Defines the resource types.

By default, both files reside in the following directory:

letc/VRTSvcs/conf/config
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Additional files that are similar to types.cf may be present if you enabled agents.
OracleTypes.cf, by default, is located at /etc/VRTSagents/ha/conf/Oracle/.

In a VCS cluster, the first system to be brought online reads the configuration file

and creates an internal (in-memory) representation of the configuration. Systems

that are brought online after the first system derive their information from systems
that are in the cluster.

You must stop the cluster if you need to modify the files manually. Changes made
by editing the configuration files take effect when the cluster is restarted. The node
where you made the changes should be the first node to be brought back online.

VCS configuration language

The VCS configuration language specifies the makeup of service groups and their
associated entities, such as resource types, resources, and attributes. These
specifications are expressed in configuration files, whose names contain the suffix
.cf.

Several ways to generate configuration files are as follows:

» Use the Web-based Veritas InfoScale Operations Manager.

» Use Cluster Manager (Java Console).

= Use the command-line interface.

» If VCS is not running, use a text editor to create and modify the files.

» Use the VCS simulator on a Windows system to create the files.

About the main.cf file

The format of the main.cf file comprises include clauses and definitions for the
cluster, systems, service groups, and resources. The main.cf file also includes
service group and resource dependency clauses.

Table 3-1 describes some of the components of the main.cf file:
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Table 3-1 Components of the main.cf file

Components of main.cf
file

Description

Include clauses

Include clauses incorporate additional configuration files into
main.cf. These additional files typically contain type definitions,
including the types.cf file. Typically, custom agents add type
definitions in their own files.

include "types.cf"

See “Including multiple .cf files in main.cf” on page 65.

Cluster definition

Defines the attributes of the cluster, the cluster name and the
names of the cluster users.

cluster demo (
UserNames = { admin = cDRpdxPmHzpS }
)

See “Cluster attributes” on page 731.

System definition

Lists the systems designated as part of the cluster. The
system names must match the name returned by the
command uname -a.

Each service group can be configured to run on a subset of
systems defined in this section.

system Serverl
system Server2

See System attributes on page 716.

Service group definition

Service group definitions in main.cf comprise the attributes
of a particular service group.

group NFS groupl (
SystemList = { Serverl=0, Server2=1
AutoStartList = { Serverl }
)

See “Service group attributes” on page 689.

See “About the SystemList attribute” on page 64.

}
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Table 3-1 Components of the main.cf file (continued)

Components of main.cf
file

Description

Resource definition

Defines each resource that is used in a particular service
group. You can add resources in any order. The utility hacf
arranges the resources alphabetically the first time the
configuration file is run.

DiskGroup DG sharedl (
DiskGroup = sharedl

Resource dependency clause

Defines a relationship between resources. A dependency is
indicated by the keyword requires between two resource
names.

IP resource requires NIC resource

In an atleast resource dependency, the parent resource
depends on a set of child resources and a minimum number
of resources from this resource set are required for the parent
resource to be brought online or to remain online.

resl requires atleast 2 from res2,
res3,res4, res5, reso

The above dependency states that res1 can be brought online
or can remain online only when 2 resources from the resource
set (res2, res3, res4, res5, res6) are online. The minimum
number of resources required by the parent resource should
be greater than or equal to 1 and less than the total number
of child resources in the resource set.

See “About resources and resource dependencies”
on page 31.

Service group dependency
clause

To configure a service group dependency, place the keyword
requires in the service group declaration of the main.cf file.
Position the dependency clause before the resource
dependency specifications and after the resource declarations.

requires group x

<dependency category>
<dependency location>
<dependency rigidity>

See “About service group dependencies” on page 388.
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Note: Sample configurations for components of global clusters are listed separately.

See “ VCS global clusters: The building blocks” on page 471.

About the SystemList attribute

The SystemList attribute designates all systems where a service group can come
online. By default, the order of systems in the list defines the priority of systems
that are used in a failover. For example, the following definition configures SystemA
to be the first choice on failover, followed by SystemB, and then by SystemC.

SystemList = { SystemA, SystemB, SystemC }

You can assign system priority explicitly in the SystemList attribute by assigning
numeric values to each system name. For example:

SystemList = { SystemA = 0, SystemB = 1, SystemC = 2 }

If you do not assign numeric priority values, VCS assigns a priority to the system
without a number by adding 1 to the priority of the preceding system. For example,
if the SystemlList is defined as follows, VCS assigns the values SystemA = 0,
SystemB = 2, SystemC = 3.

SystemList = { SystemA, SystemB = 2, SystemC }
Note that a duplicate numeric priority value may be assigned in some situations:
SystemList = { SystemA, SystemB=0, SystemC }

The numeric values assigned are SystemA = 0, SystemB = 0, SystemC = 1.

To avoid this situation, do not assign any numbers or assign different numbers to
each system in SystemList.

Initial configuration

When VCS is installed, a basic main.cf configuration file is created with the cluster
name, systems in the cluster, and a Cluster Manager user named admin with the
password password.

The following is an example of the main.cf for cluster demo and systems SystemA
and SystemB.

include "types.cf"

cluster demo (

UserNames = { admin = cDRpdxPmHzpS }
)



VCS configuration concepts | 65
About the types.cf file

system SystemA (

)

system SystemB (

)

Including multiple .cf files in main.cf

You may choose include several configuration files in the main.cf file. For example:

include "applicationtypes.cf"

include "listofsystems.cf"

include "applicationgroup.cf"

If you include other .cf files in main.cf, the following considerations apply:

Resource type definitions must appear before the definitions of any groups that
use the resource types.

In the following example, the applicationgroup.cf file includes the service group
definition for an application. The service group includes resources whose
resource types are defined in the file applicationtypes.cf. In this situation, the
applicationtypes.cf file must appear first in the main.cf file.

For example:

include "applicationtypes.cf"

include "applicationgroup.cf"

If you define heartbeats outside of the main.cf file and include the heartbeat
definition file, saving the main.cf file results in the heartbeat definitions getting
added directly to the main.cf file.

About the types.cf file

The types.cf file describes standard resource types to the VCS engine; specifically,
the data required to control a specific resource.

The types definition performs the following two important functions:

Defines the type of values that may be set for each attribute.

In the following DiskGroup example, the NumThreads and OnlineRetryLimit
attributes are both classified as int, or integer. The DiskGroup, StartVolumes
and StopVolumes attributes are defined as str, or strings.

See “About attribute data types” on page 67.

Defines the parameters that are passed to the VCS engine through the ArgList
attribute. The line static str ArgList[] = { xxx, yyy, zzz } defines the order in which
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parameters are passed to the agents for starting, stopping, and monitoring
resources.

The following example illustrates a DiskGroup resource type definition for AlIX:

type DiskGroup (

)

static keylist SupportedActions = {
"license.vfd", "disk.vfd", "udid.vfd",
"verifyplex.vfd", checkudid, numdisks,
campusplex, volinuse, joindg, splitdg,
getvxvminfo }

static int NumThreads = 1

static int OnlineRetryLimit = 1

static str ArgList[] = { DiskGroup,
StartVolumes, StopVolumes, MonitorOnly,
MonitorReservation, tempUseFence, PanicSystemOnDGLoss,
UmountVolumes, Reservation }

str DiskGroup

boolean StartVolumes = 1

boolean StopVolumes = 1

boolean MonitorReservation = 0

temp str tempUseFence = INVALID

boolean PanicSystemOnDGLoss = 0

int UmountVolumes

str Reservation = ClusterDefault

For another example, review the following main.cf and types.cf files that represent

an IP resource:

= The high-availability address is configured on the interface, which is defined by

the Device attribute.

= The IP address is enclosed in double quotes because the string contains periods.

See “About attribute data types” on page 67.

= The VCS engine passes the identical arguments to the IP agent for online,
offline, clean, and monitor. It is up to the agent to use the arguments that it

requires. All resource names must be unique in a VCS cluster.

main.cf for AIX:

IP nfs ipl (
Device = en0
Address = "192.168.1.201"

Netmask = "255.255.255.0"
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types.cf for AIX:

type IP (
static keylist ReglList = { NetMask }
static keylist SupportedActions = { "device.vfd", "route.vfd" }
static str ArgList[] = { Device, Address, NetMask, Options,
RouteOptions, PrefixLen }
static int ContainerOpts{} = { RunInContainer=0, PassCInfo=1 }
str Device
str Address
str NetMask
str Options
str RouteOptions

int PrefixLen

About VCS attributes

VCS components are configured by using attributes. Attributes contain data about
the cluster, systems, service groups, resources, resource types, agent, and
heartbeats if you use global clusters. For example, the value of a service group’s
SystemList attribute specifies on which systems the group is configured and the
priority of each system within the group. Each attribute has a definition and a value.
Attributes also have default values assigned when a value is not specified.

About attribute data types

VCS supports the following data types for attributes:

String A string is a sequence of characters that is enclosed by double quotes.
A string can also contain double quotes, but the quotes must be
immediately preceded by a backslash. A backslash is represented in
a string as \\. Quotes are not required if a string begins with a letter,
and contains only letters, numbers, dashes (-), and underscores (_).

For example, a string that defines a network interface such as en0 does
not require quotes since it contains only letters and numbers. However
a string that defines an IP address contains periods and requires quotes-
such as: "192.168.100.1".

Integer Signed integer constants are a sequence of digits from 0 to 9. They
may be preceded by a dash, and are interpreted in base 10. Integers
cannot exceed the value of a 32-bit signed integer: 21471183247.
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Boolean A boolean is an integer, the possible values of which are 0 (false) and
1 (true).

About attribute dimensions

VCS attributes have the following dimensions:

Scalar A scalar has only one value. This is the default dimension.

Vector A vector is an ordered list of values. Each value is indexed by using a
positive integer beginning with zero. Use a comma (,) or a semi-colon
(;) to separate values. A set of brackets ([]) after the attribute name
denotes that the dimension is a vector.

For example, an agent’s ArgList is defined as:

static str ArglList[] = { RVG, DiskGroup }

Keylist A keylist is an unordered list of strings, and each string is unique within
the list. Use a comma (,) or a semi-colon (;) to separate values.

For example, to designate the list of systems on which a service group
will be started with VCS (usually at system boot):

AutoStartList = {SystemA; SystemB; SystemC}

Association An association is an unordered list of name-value pairs. Use a comma
(,) or a semi-colon (;) to separate values.

A set of braces ({}) after the attribute name denotes that an attribute is
an association.

For example, to associate the average time and timestamp values with
an attribute:

str MonitorTimeStats{} = { Avg = "0", TS = "" }

About attributes and cluster objects

VCS has the following types of attributes, depending on the cluster object the
attribute applies to:

Cluster attributes  Attributes that define the cluster.

For example, ClusterName and ClusterAddress.
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Attributes that define a service group in the cluster.

For example, Administrators and ClusterList.

Attributes that define the system in the cluster.

For example, Capacity and Limits.

Attributes that define the resource types in VCS.
These resource type attributes can be further classified as:

= Type-independent
Attributes that all agents (or resource types) understand. Examples:
RestartLimit and Monitorinterval; these can be set for any resource
type.
Typically, these attributes are set for all resources of a specific type.
For example, setting Monitorinterval for the IP resource type affects
all IP resources.

= Type-dependent
Attributes that apply to a particular resource type. These attributes
appear in the type definition file (types.cf) for the agent.
Example: The Address attribute applies only to the IP resource type.
Attributes defined in the file types.cf apply to all resources of a
particular resource type. Defining these attributes in the main.cf file
overrides the values in the types.cf file for a specific resource.
For example, if you set StartVolumes = 1 for the DiskGroup types.cf,
it sets StartVolumes to True for all DiskGroup resources, by default.
If you set the value in main.cf , it overrides the value on a
per-resource basis.

= Static
These attributes apply for every resource of a particular type. These
attributes are prefixed with the term static and are not included in
the resource’s argument list. You can override some static attributes
and assign them resource-specific values.

See “Overriding resource type static attributes” on page 152.

Attributes that define a specific resource.

Some of these attributes are type-independent. For example, you can
configure the Critical attribute for any resource.

Some resource attributes are type-dependent. For example, the Address
attribute defines the IP address that is associated with the IP resource.
These attributes are defined in the main.cf file.

Attributes that define a site.

For example, Preference and SystemList.

69



VCS configuration concepts | 70
About VCS attributes

Attribute scope across systems: global and local attributes

An attribute whose value applies to all systems is global in scope. An attribute
whose value applies on a per-system basis is local in scope. The at operator (@)
indicates the system to which a local value applies.

An example of local attributes can be found in the following resource type where
IP addresses and routing options are assigned per machine.

MultiNICA mnic (
Device@sysl = { en0 = "166.98.16.103", en3 = "166.98.16.103" }

Device@sys2 = { en0 = "166.98.16.104", en3 = "166.98.16.104" }
NetMask = "255.255.255.0"

Options = "mtu m"

RouteOptions@sysl = "-net 192.100.201.0 192.100.13.7"
RouteOptions@sys2 = "-net 192.100.201.1 192.100.13.8"

)

About attribute life: temporary attributes

You can define temporary attributes in the types.cf file. The values of temporary
attributes remain in memory as long as the VCS engine (HAD) is running. Values
of temporary attributes are not available when HAD is restarted. These attribute
values are not stored in the main.cf file.

You cannot convert temporary attributes to permanent attributes and vice-versa.
When you save a configuration, VCS saves temporary attributes and their default
values in the file types.cf.

The scope of these attributes can be local to a node or global across all nodes in
the cluster. You can define local attributes even when the node is not part of a
cluster.

You can define and modify these attributes only while VCS is running.

See “Adding, deleting, and modifying resource attributes” on page 137.

Size limitations for VCS objects
The following VCS objects are restricted to 1024 characters.
= Service group names
= Resource names
= Resource type names

s User names
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VCS passwords are restricted to 255 characters. You can enter a password of
maximum 255 characters.

VCS keywords and reserved words

Following is a list of VCS keywords and reserved words. Note that they are

case-sensitive.

action
after

ArgListValues

before

boolean

cluster

Cluster
condition
ConfidenceLevel
event

false

firm
global

group

Group

hard
heartbeat
HostMonitor
int

IState
keylist

local

offline
online

MonitorOnly

Name
NameRule
Path

Probed
remote
remotecluster
requires

resource

VCS environment variables

Table 3-2 lists VCS environment variables.

set
Signaled

site

soft
start
Start
state
State
static
stop

str

See “ Defining VCS environment variables” on page 75.

system
System

temp

type
Type
VCShm

VCShmg

See “Environment variables to start and stop VCS modules” on page 76.

Table 3-2

VCS environment variables

Environment Variable

Definition and Default Value

PERLS5LIB

Root directory for Perl executables. (applicable only for Windows)

Default: Install Drive:\Program Files\VERITAS\cluster server\lib\perl5.
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Table 3-2 VCS environment variables (continued)
Environment Variable Definition and Default Value
VCS_CONF Root directory for VCS configuration files.

Default: /etc/VRTSvcs

Note: You cannot modify this variable.

VCS_CONN_INIT_QUOTA Maximum number of simultaneous connections accepted by the VCS
engine (HAD) per client host that has not completed the handshake.

VCS_CONN_HANDSHAKE_TIMEOUT | Timeout in seconds after which the VCS engine (HAD) closes the client
connection that has not completed the handshake.

VCS_DEBUG_LOG_TAGS Enables debug logs for the VCS engine, VCS agents, and HA commands.
You must set VCS_DEBUG_LOG_TAGS before you start HAD or before
you execute HA commands.

See “Enabling debug logs for the VCS engine” on page 595.

You can also export the variable from the /opt /VRTSvcs/bin/vcsenv
file.

VCS_DOMAIN The Security domain to which the VCS users belong.

The VCS Authentication Service uses this environment variable to
authenticate VCS users on a remote host.

Default: Fully qualified host name of the remote host as defined in the
VCS_HOST environment variable or in the .vcshost file.

VCS_DOMAINTYPE The type of Security domain such as unixpwd, nt, nis, nisplus, Idap, or vx.

The VCS Authentication Service uses this environment variable to
authenticate VCS users on a remote host.

Default: unixpwd

VCS_DIAG Directory where VCS dumps HAD cores and FFDC data.

VCS_ENABLE_LDF Designates whether or not log data files (LDFs) are generated. If set to
1, LDFs are generated. If set to O, they are not.

VCS_HOME Root directory for VCS executables.
Default: /opt/VRTSvcs

Note: You cannot modify this variable.

VCS_HOST VCS node on which ha commands will be run.
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Table 3-2 VCS environment variables (continued)
Environment Variable Definition and Default Value
VCS_GAB_PORT GAB port to which VCS connects.
Default: h
VCS_GAB_TIMEOUT Timeout in milliseconds for HAD to send heartbeats to GAB.

Default: 30000 (denotes 30 seconds)
Range: 30000 to 300000 (denotes 30 seconds to 300 seconds)

If you set VCS_GAB_TIMEOUT to a value outside the range, the value
is automatically reset to 30000 or 300000, depending on the proximity of
the value to the lower limit or upper limit of the range. For example, the
value is reset to 30000 if you specify 22000 and to 300000 if you specify
400000.

Irrespective of the values set, VCS_GAB_TIMEOUT_SECS overrides
VCS_GAB_TIMEOUT if both are specified.

Note: If the specified timeout is exceeded, GAB kills HAD, and all active
service groups on the system are disabled.

VCS_GAB_TIMEOUT_SECS Timeout in seconds for HAD to send heartbeats to GAB under normal
system load conditions.

Default: 30 seconds
Range: 30 seconds to 300 seconds

If you set VCS_GAB_TIMEOUT_SECS to a value outside the range, the
value is automatically reset to 30 or 300, depending on the proximity of
the value to the lower limit or upper limit of the range. For example, the
value is reset to 30 if you specify 22 and to 300 if you specify 400.

Irrespective of the values set, VCS_GAB_TIMEOUT_SECS overrides
VCS_GAB_TIMEOQOUT if both are specified.

Note: If the specified timeout is exceeded, GAB kills HAD, and all active
service groups on the system are disabled.
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Table 3-2 VCS environment variables (continued)

Environment Variable Definition and Default Value

VCS_GAB_PEAKLOAD_TIMEOUT_SECS | Timeout in seconds for HAD to send heartbeats to GAB under peak system
load conditions.

Default: 30 seconds
Range: 30 seconds to 300 seconds

To set the GAB tunables in adaptive mode, you must set
VCS_GAB_PEAKLOAD_TIMEOUT_SECS to a value that exceeds
VCS_GAB_TIMEOUT_SECS. If you set
VCS_GAB_PEAKLOAD_TIMEOUT_SECS to a value that is lower than
VCS_GAB_TIMEOUT_SECS, itis resetto VCS_GAB_TIMEOUT_SECS.

Note: If the specified timeout is exceeded, GAB kills HAD, and all active
service groups on the system are disabled.

VCS_GAB_RMTIMEOUT Timeout in milliseconds for HAD to register with GAB.
Default: 200000 (denotes 200 seconds)

If you set VCS_GAB_RMTIMEOQOUT to a value less than 200000, the value
is automatically reset to 200000.

See “About GAB client registration monitoring” on page 560.

VCS_GAB_RMACTION Controls the GAB behavior when VCS_GAB_RMTIMEOUT exceeds.

You can set the value as follows:

= panic—GAB panics the system
s SYSLOG—GAB logs an appropriate message

Default: SYSLOG

See “About GAB client registration monitoring” on page 560.

VCS_HAD_RESTART_TIMEOUT Set this variable to designate the amount of time the hashadow process
waits (sleep time) before restarting HAD.
Default: 0

VCS_LOG Root directory for log files and temporary files.

You must not set this variable to "" (empty string).
Default: /var/VRTSvcs

Note: If this variable is added or modified, you must reboot the system
to apply the changes.
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Table 3-2 VCS environment variables (continued)
Environment Variable Definition and Default Value
VCS_SERVICE Name of the configured VCS service.

The VCS engine uses this variable to determine the external
communication port for VCS. By default, the external communication port
for VCS is 14141.

The value for this environment variable is defined in the service file at the
following location:

letc/services
Default value: vcs

If a new port number is not specified, the VCS engine starts with port
14141.

To change the default port number, you must create a new entry in the
service file at:

letc/services

For example, if you want the external communication port for VCS to be
set to 14555, then you must create the following entries in the services
file:

vcs 14555/tcp
ves 14555/udp

Note: The cluster-level attribute OpenExternalCommunicationPort
determines whether the port is open or not.

See “Cluster attributes” on page 731.

VCS_TEMP_DIR Directory in which temporary information required by, or generated by,
hacf is stored.

Default: /var/VRTSvcs
This directory is created in the tmp directory under the following conditions:

s The variable is not set.
= The variable is set but the directory to which it is set does not exist.
»  The hacf utility cannot find the default location.

Defining VCS environment variables

Create the /opt/VRTSvcs/bin/custom vesenv file and define VCS environment
variables in that file. These variables are set for VCS when the hastart command
is run.
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To set a variable, use the syntax appropriate for the shell in which VCS starts.
Typically, VCS starts in /bin/sh. For example, define the variables as:

VCS_GAB_TIMEOUT = 35000;export VCS_GAB TIMEOUT

Environment variables to start and stop VCS modules

The start and stop environment variables for AMF, LLT, GAB, VXFEN, and VCS
engine define the default VCS behavior to start these modules during system restart
or stop these modules during system shutdown.

Note: The startup and shutdown of AMF, LLT, GAB, VXFEN, and VCS engine are
inter-dependent. For a clean startup or shutdown of VCS, you must either enable
or disable the startup and shutdown modes for all these modules.

In a single-node cluster, you can disable the start and stop environment variables
for LLT, GAB, and VxFEN if you have not configured these kernel modules.

Table 3-3 describes the start and stop variables for VCS.

Table 3-3 Start and stop environment variables for VCS
Environment Definition and default value

variable

AMF_START Startup mode for the AMF driver. By default, the AMF driver is

enabled to start up after a system reboot.
This environment variable is defined in the following file:
/etc/default/amf

Default: 1

AMF_STOP Shutdown mode for the AMF driver. By default, the AMF driver is
enabled to stop during a system shutdown.

This environment variable is defined in the following file:
/etc/default/amf

Default: 1

LLT _START Startup mode for LLT. By default, LLT is enabled to start up after a
system reboot.

This environment variable is defined in the following file:
/etc/default/11t

Default: 1




VCS configuration concepts | 77
VCS environment variables

Table 3-3 Start and stop environment variables for VCS (continued)
Environment Definition and default value

variable

LLT_STOP Shutdown mode for LLT. By default, LLT is enabled to stop during

a system shutdown.
This environment variable is defined in the following file:
/etc/default/11t

Default: 1

GAB_START Startup mode for GAB. By default, GAB is enabled to start up after
a system reboot.

This environment variable is defined in the following file:
/etc/default/gab

Default: 1

GAB_STOP Shutdown mode for GAB. By default, GAB is enabled to stop during
a system shutdown.

This environment variable is defined in the following file:
/etc/default/gab

Default: 1

VXFEN_START Startup mode for VXFEN. By default, VXFEN is enabled to start up
after a system reboot.

This environment variable is defined in the following file:
/etc/default/vxfen

Default: 1

VXFEN_STOP Shutdown mode for VXFEN. By default, VXFEN is enabled to stop
during a system shutdown.

This environment variable is defined in the following file:
/etc/default/vxfen

Default: 1

VCS_START Startup mode for VCS engine. By default, VCS engine is enabled to
start up after a system reboot.

This environment variable is defined in the following file:
/etc/default/vces

Default: 1
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Table 3-3 Start and stop environment variables for VCS (continued)
Environment Definition and default value

variable

VCS_STOP Shutdown mode for VCS engine. By default, VCS engine is enabled

to stop during a system shutdown.
This environment variable is defined in the following file:
/etc/default/vcs

Default: 1
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About the VCS user
privilege model

This chapter includes the following topics:

= About VCS user privileges and roles

= How administrators assign roles to users

= User privileges for OS user groups for clusters running in secure mode

= VCS privileges for users with multiple roles

About VCS user privileges and roles

Cluster operations are enabled or restricted depending on the privileges with which
you log on. VCS has three privilege levels: Administrator, Operator, and Guest.
VCS provides some predefined user roles; each role has specific privilege levels.
For example, the role Guest has the fewest privileges and the role Cluster
Administrator has the most privileges.

See “About administration matrices” on page 646.

VCS privilege levels

Table 4-1 describes the VCS privilege categories.

Table 4-1 VCS privileges

VCS privilege |Privilege description
levels

Administrators Can perform all operations, including configuration




About the VCS user privilege model | 81
About VCS user privileges and roles

Table 4-1 VCS privileges (continued)

VCS privilege |Privilege description

levels

Operators Can perform specific operations on a cluster or a service group.
Guests Can view specified objects.

User roles in VCS

Table 4-2 lists the predefined VCS user roles, with a summary of their associated

privileges.
Table 4-2 User role and privileges

User Role Privileges

Cluster Cluster administrators are assigned full privileges. They can make
administrator configuration read-write, create and delete groups, set group

dependencies, add and delete systems, and add, modify, and delete
users. All group and resource operations are allowed. Users with Cluster
administrator privileges can also change other users’ privileges and
passwords.

To stop a cluster, cluster administrators require administrative privileges
on the local system.

Note: Cluster administrators can change their own and other users’
passwords only after they change the configuration to read or write
mode.

Cluster administrators can create and delete resource types.

Cluster operator Cluster operators can perform all cluster-level, group-level, and
resource-level operations, and can modify the user’s own password
and bring service groups online.

Note: Cluster operators can change their own passwords only if
configuration is in read or write mode. Cluster administrators can change
the configuration to the read or write mode.

Users with this role can be assigned group administrator privileges for
specific service groups.

Group Group administrators can perform all service group operations on
administrator specific groups, such as bring groups and resources online, take them
offline, and create or delete resources. Additionally, users can establish
resource dependencies and freeze or unfreeze service groups. Note
that group administrators cannot create or delete service groups.
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User role and privileges (continued)

User Role

Privileges

Group operator

Group operators can bring service groups and resources online and
take them offline. Users can also temporarily freeze or unfreeze service
groups.

Cluster guest

Cluster guests have read-only access to the cluster, which means that
they can view the configuration, but cannot change it. They can modify
their own passwords only if the configuration is in read or write mode.
They cannot add or update users. Additionally, users with this privilege
can be assigned group administrator or group operator privileges for
specific service groups.

Note: By default, newly created users are assigned cluster guest
permissions.

Group guest

Group guests have read-only access to the service group, which means
that they can view the configuration, but cannot change it. The group
guest role is available for clusters running in secure mode.

Hierarchy in VCS roles

Figure 4-1 shows the hierarchy in VCS and how the roles overlap with one another.

Figure 4-1

VCS roles

Cluster Administrator

Clust:r Guest
includes privileges fo

includes privileges for Gr OYJ pGuest

For example, cluster administrator includes privileges for group administrator, which
includes privileges for group operator.

User privileges for CLI commands

Users logged with administrative or root privileges are granted privileges that exceed
those of cluster administrator, such as the ability to start and stop a cluster.
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If you do not have root privileges and the external communication port for VCS is
not open, you cannot run CLI commands. If the port is open, VCS prompts for your
VCS user name and password when you run haxxx commands.

You can use the halogin command to save the authentication information so that
you do not have to enter your credentials every time you run a VCS command.

See “Logging on to VCS” on page 107.

See “Cluster attributes” on page 731.

User privileges for cross-cluster operations

A user or user group can perform a cross-cluster online or offline operation only if
they have one of the following privileges on the remote cluster:

= Group administrator or group operator privileges for the group
= Cluster administrator or cluster operator privileges

A user or user group can perform a cross-cluster switch operation only if they have
one of the following privileges on both the clusters:

= Group administrator or group operator privileges for the group

= Cluster administrator or cluster operator privileges

User privileges for clusters that run in secure mode
In secure mode, VCS assigns guest privileges to all native users.

When you assign privileges for clusters running in secure mode, you must specify
fully-qualified user names, in the format username@domain.

When you assign privileges for clusters running in secure mode, you must specify
user names in one of the following formats:

= To add a cluster-level user, specify only the user name.

= To add a node-level user, specify the user name in the username@FQDN
format, where FQDN is the fully qualified domain name.

In a secure cluster, if the external communication port for VCS is not open, only
root users logged on to the host system can run CLI commands.

See “About managing VCS users from the command line” on page 111.
See “Cluster attributes” on page 731.

You cannot assign or change passwords for users that use VCS when VCS runs
in secure mode.
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About the cluster-level user

You can add a cluster-level user by specifying the user name without the domain
name. A cluster-level user can log in from any node in the cluster with the privilege
that was assigned to the user. For example, if you add user1 to a cluster with four
nodes (sys1, sys2, sys3, and sys4), user1 can access all four nodes with the
privileges that were assigned at the cluster-level.

Adding users at the cluster-level offers the following advantages:

= Adding a cluster-level user requires only one entry per cluster. Adding a user
at node level requires multiple entries, one for each node that the user is added
to. To allow a user to operate from all four nodes in the cluster, you need four
entries- user1@sys1, user1@sys2, user1@sys3, and user1@sys4, where sys1,
sys2, sys3, and sys4 are fully qualified host names.

= Adding, updating, and deleting privileges at the cluster-level is easier and ensures
uniformity of privileges for a user across nodes in a cluster.

How administrators assign roles to users

To assign a role to a user, an administrator performs the following tasks:
= Adds a user to the cluster, if the cluster is not running in secure mode.
= Assigns a role to the user.

= Assigns the user a set of objects appropriate for the role. For clusters that run
in secure mode, you also can add a role to an operating system user group.
See “User privileges for OS user groups for clusters running in secure mode”
on page 84.

For example, an administrator may assign a user the group administrator role for
specific service groups. Now, the user has privileges to perform operations on the
specific service groups.

You can manage users and their privileges from the command line or from the
graphical user interface.

See “About managing VCS users from the command line” on page 111.

User privileges for OS user groups for clusters
running in secure mode

For clusters that run in secure mode, you can assign privileges to native users
individually or at an operating system (OS) user group level.
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For example, you may decide that all users that are part of the OS administrators
group get administrative privileges to the cluster or to a specific service group.
Assigning a VCS role to a user group assigns the same VCS privileges to all
members of the user group, unless you specifically exclude individual users from
those privileges.

When you add a user to an OS user group, the user inherits VCS privileges assigned
to the user group.

Assigning VCS privileges to an OS user group involves adding the user group in
one (or more) of the following attributes:

» AdministratorGroups—for a cluster or for a service group.
»  OperatorGroups—for a cluster or for a service group.
For example, user Tom belongs to an OS user group: OSUserGroup1.

Table 4-3 shows how to assign VCS privileges. FQDN denotes the fully qualified
domain name in these examples.

Table 4-3 To assign user privileges
To assign At an individual level, To the OS user group,
privileges configure attribute configure attribute
Cluster cluster (Administrators = cluster (AdministratorGroups =
administrator {tom@FQDN}) {OSUserGroup1@FQDN})
Cluster operator | cluster (Operators = {tom@FQDN}) | cluster (OperatorGroups =
{OSUserGroup1@FQDN})
Cluster guest Cluster (Guests = {tom@FQDN}) | Not applicable
Group group group_name (Administrators | group group_name
administrator = {tom@FQDN}) (AdministratorGroups =
{OSUserGroup1@FQDN})
Group operator group group_name (Operators = | group group_name
{tom@FQDN}) (OperatorGroups =
{OSUserGroup1@FQDN})
Group guest Cluster (Guests = {tom@FQDN}) | Not applicable

VCS privileges for users with multiple roles

Table 4-4 describes how VCS assigns privileges to users with multiple roles. The
scenarios describe user Tom who is part of two OS user groups: OSUserGroup1
and OSUserGroup2.
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VCS privileges for users with multiple roles

Situation and rule

Roles assigned in the
VCS configuration

Privileges that VCS
grants Tom

Situation: Multiple roles at
an individual level.

Rule: VCS grants highest
privileges (or a union of all
the privileges) to the user.

Tom: Cluster administrator

Tom: Group operator

Cluster administrator.

Situation: Roles at an
individual and OS user
group level (secure clusters
only).

Rule: VCS gives
precedence to the role
granted at the individual
level.

Tom: Group operator

OSUserGroup1: Cluster
administrator

Group operator

Situation: Different roles for
different OS user groups
(secure clusters only).

Rule: VCS grants the
highest privilege (or a union
of all privileges of all user
groups) to the user.

OSUserGroup1: Cluster
administrators

OSUserGroup2: Cluster
operators

Cluster administrator

Situation: Roles at an
individual and OS user
group level (secure clusters
only).

Rule: VCS gives
precedence to the role
granted at the individual
level.

You can use this behavior
to exclude specific users
from inheriting VCS
privileges assigned to their
OS user groups.

OSUserGroup1: Cluster
administrators

OSUserGroup2: Cluster
operators

Tom: Group operator

Group operator
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Administering the cluster
from the command line

This chapter includes the following topics:

= About administering VCS from the command line
= About installing a VCS license

= Administering LLT

» Administering the AMF kernel driver

= Starting VCS

= Stopping VCS

= Stopping the VCS engine and related processes
= Logging on to VCS

= About managing VCS configuration files

= About managing VCS users from the command line
= About querying VCS

= About administering service groups

= Administering agents

= About administering resources

= About administering resource types

= Administering systems
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= About administering clusters
= Using the -wait option in scripts that use VCS commands
= Running HA fire drills

= About administering simulated clusters from the command line

About administering VCS from the command line

Review the details on commonly used commands to administer VCS. For more
information about specific commands or their options, see their usage information
or the man pages associated with the commands.

You can enter most commands from any system in the cluster when VCS is running.
The command to start VCS is typically initiated at system startup.

See “VCS command line reference” on page 654.

See “About administering I/O fencing” on page 271.

Symbols used in the VCS command syntax

Table 5-1 specifies the symbols used in the VCS commands. Do not use these
symbols when you run the commands.

Table 5-1 Symbols used in the VCS commands
Symbols Usage Example
11 Used for command options or | hasys -freeze [-persistent] [-evacuate]

arguments that are optional. | system

Used to specify that only one | hagetcf [-s | -silent]
of the command options or
arguments separated with |
can be used at a time.

Used to specify that the hagrp -modify group attribute value ... [-sys
argument can have several system)]
values.

{ Used to specify that the haatr -display {cluster | group | system |
command options or heartbeat | <restype>}

arguments enclosed within
these braces must be kept
together.

haclus -modify attribute {key value}




Administering the cluster from the command line
About administering VCS from the command line

Table 5-1 Symbols used in the VCS commands (continued)
Symbols Usage Example
<> Used in the command help or | haclus -help

usage output to specify that
these variables must be
replaced with the actual
values.

VCS INFO V-16-1-10601 Usage:
haclus -add <cluster> <ip>

haclus -delete <cluster>

See “About administering VCS from the command line” on page 88.

How VCS identifies the local system

VCS checks the file $vcs _conF/conf/sysname. If this file does not exist, the local
system is identified by its node name. To view the system’s node name, type:

# uname -n

The entries in this file must correspond to those in the files /etc/11thosts and

/etc/llttab.

About specifying values preceded by a dash (-)

When you specify values in a command-line syntax, you must prefix values that

begin with a dash (-) with a percentage sign (%). If a value begins with a percentage

sign, you must prefix it with another percentage sign. (The initial percentage sign
is stripped by the High Availability Daemon (HAD) and does not appear in the
configuration file.)

About the -modify option

Most configuration changes are made by using the -modi fy options of the
commands haclus, hagrp, hares, hasys, and hatype. Specifically, the -modify

option of these commands changes the attribute values that are stored in the VCS
configuration file. By default, all attributes are global, meaning that the value of the

attribute is the same for all systems.

Note: VCS must be in read-write mode before you can change the configuration.

See “Setting the configuration to read or write” on page 111.
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Encrypting VCS passwords

Use the vesencrypt utility to encrypt passwords when you edit the VCS configuration
file main.cf to add VCS users.

Note: Do not use the vcsencrypt utility when you enter passwords from the Java
console.

To encrypt a password

1 Run the utility from the command line.

# vcsencrypt -vecs

2 The utility prompts you to enter the password twice. Enter the password and
press Return.

Enter Password:

Enter Again:

3 The utility encrypts the password and displays the encrypted password. Use
this password to edit the VCS configuration file main.cf.

Encrypting agent passwords

Use the vesencrypt utility to encrypt passwords when you edit the VCS configuration
file main.cf when you configure agents that require user passwords.

See “Encrypting agent passwords by using security keys” on page 91.

Note: Do not use the vcsencrypt utility when you enter passwords from the Java
console.

To encrypt an agent password

1 Run the utility from the command line.

vcsencrypt -agent
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2 The utility prompts you to enter the password twice. Enter the password and
press Return.

Enter New Password:

Enter Again:

3 The utility encrypts the password and displays the encrypted password. Use
this password to edit the VCS configuration file main.cf.

Encrypting agent passwords by using security keys
Encrypting the agent password using security keys involves the following steps:
» Generating the security key
= Encrypting the agent password

See “Encrypting agent passwords” on page 90.

Generating a security key

Use the vesencrypt utility to generate a security key.

Note: You must be a root user or must have administrative privileges to generate
the security keys.

To generate a security key, perform the following steps on any cluster node:

1 Make the VCS configuration writable.

# haconf -makerw

2 Run the vesencrypt utility.

# vcsencrypt -gensecinfo
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When prompted enter any pass phrase, having at least eight characters.

The utility generates the security key and displays the following message:

Generating SecInfo...please wait...
SecInfo generated successfully.
Trying to update its value in config file...

SecInfo updated successfully.

Save the VCS configuration and make it read only.

# haconf -dump -makero

Encrypting the agent password

To encrypt the agent password, perform the following steps on any cluster
node:

1

Make the VCS configuration writable.

# haconf -makerw

Encrypt the agent password.

# vcsencrypt -agent -secinfo

When prompted, enter the existing password and press Enter.

The utility encrypts the entered password and displays the encrypted password.

For example, 7c:a7:4d:75:78:86:07:5a:de:9d:7a:9a:8¢:6e:53:¢c6

Modify the required agent attribute to assign the encrypted password.

c:\>hares -modify <ResourceName>

<password_attribute _name> <AES Password>

Granting password encryption privileges to group
administrators

This procedure describes how to grant password encryption privileges to group
administrators.
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To grant password encryption privileges to group administrators

& Set the value of the cluster attribute SecinfoLevel to R+A:

# haclus -modify SecInfolevel R+A

To restrict password encrtyption privileges to superusers

& Set the value of the cluster attribute SecInfolLevel to R:

# haclus -modify SecInfolevel R

Changing the security key
Follow these instructions to change the security key.

If you change the security key, make sure that you re-encrypt all the passwords
that you created with the new security key. Otherwise, the agent fails to decrypt
the encrypted password which results in failure of resources monitoring.

To change security key

1 Save the VCS configuration and make it writeable.

# haconf -makerw

2 Run the following command:

# vcsencrypt -gensecinfo -force

3 Save the VCS configuration and make it read only.

# haconf -dump -makero

See “Encrypting agent passwords” on page 90.

About installing a VCS license

The Veritas InfoScale installer prompts you to select one of the following licensing
methods:

= Install a license key for the product and features that you want to install. When
you purchase a Veritas InfoScale product, you receive a License Key certificate.
The certificate specifies the component keys and the type of license purchased.

= Continue to install without a license key. The installer prompts for the component
options that you want to install, and then sets the required component level.



Administering the cluster from the command line | 94
About installing a VCS license

Within 60 days of choosing this option, you must install a valid license key
corresponding to the license level entitled or continue with keyless licensing by
managing the server or cluster with a management server.

Installing and updating license keys using vxlicinst

Use the vx1icinst command to install or update a valid product license key for
the product you have purchased. See the vx1icinst(1m) manual page.

You must have root privileges to use this utility. This utility must be run on each
system in the cluster; the utility cannot install or update a license on remote nodes.

To install a new license

¢ Run the following command on each node in the cluster:

# cd /opt/VRTS/bin
./vxlicinst -k XXXX-XXXX-XXXX-XXXX-XXXX-XXX

To update licensing information in a running cluster

1 Install the new component license on each node in the cluster using the vxlicinst
utility.

2 Update system-level licensing information on all nodes in the cluster.

You must run the updatelic command only after you add a license key using
the vxlicinst command or after you set the component license level using
the vxkeyless command.

# hasys -updatelic -all

You must update licensing information on all nodes before proceeding to the
next step.

3 Update cluster-level licensing information:

# haclus -updatelic

Setting or changing the product level for keyless licensing

Run the vxkeyless command to set the component level for the coponents you
have purchased. This option also requires that you manage the server or cluster
with a management server.

See the vxkeyless(1m) manual page.
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To set or change the product level

1 View the current setting for the component level.

# vxkeyless [-v] display

2 View the possible settings for the component level.

# vxkeyless displayall

3  Set the desired component level.
# vxkeyless [-q] set prod levels

Where prod_levels is a comma-separated list of keywords. Use the keywords
returned by the vxkeyless displayall command.

If you want to remove keyless licensing and enter a key, you must clear the
keyless licenses. Use the NONE keyword to clear all keys from the system.

Note that clearing the keys disables the components until you install a new key
or set a new component level.

To clear the product license level

1 View the current setting for the component license level.

# vxkeyless [-v] display

2 If there are keyless licenses installed, remove all keyless licenses:

# vxkeyless [-q] set NONE

Administering LLT

You can use the LLT commands such as 11tdump and 11tconfig to administer
the LLT links. See the corresponding LLT manual pages for more information on
the commands.

See “About Low Latency Transport (LLT)” on page 44.

See “Displaying the cluster details and LLT version for LLT links” on page 96.
See “Adding and removing LLT links” on page 96.

See “Configuring aggregated interfaces under LLT” on page 98.

See “Configuring destination-based load balancing for LLT” on page 100.
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Displaying the cluster details and LLT version for LLT links

You can use the 11tdump command to display the LLT version for a specific LLT
link. You can also display the cluster ID and node ID details.

See the 11tdump(1M) manual page for more details.
To display the cluster details and LLT version for LLT links

¢ Run the following command to display the details:
# /opt/VRTS11lt/lltdump -D -f link

For example, if en3 is connected to sys1, then the command displays a list of
all cluster IDs and node IDs present on the network link en3.

# /opt/VRTS1lt/lltdump -D -f /dev/dlpi/en:3

l1ltdump : Configuration:

device : en3
sap : Oxcafe
promisc sap : O
promisc mac : 0O
cidsnoop : 1

=== Listening for LLT packets ===

cid nid vmaj vmin

3456 1 5 0
3456 3 5 0
83 0 40
27 1 37
3456 2 5 0

Adding and removing LLT links

You can use the 11tconfig command to add or remove LLT links when LLT is
running.

See the 11tconfig(1M) manual page for more details.

Note: When you add or remove LLT links, you need not shut down GAB or the high
availability daemon, had. Your changes take effect immediately, but are lost on the
next restart. For changes to persist, you must also update the /etc/11ttab file.
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To add LLT links

¢ Depending on the LLT link type, run the following command to add an LLT link:

For ether link type:

# lltconfig -t devtag -d device
[-b ether ] [-s SAP] [-m mtu] [-I]1 [-Q]

For UDP link type:

# lltconfig -t devtag -d device
-b udp [-s port] [-m mtu]
-I IPaddr -B bcast

For UDP6 link type:

# lltconfig -t devtag -d device
-b udp6 [-s port] [-m mtu]
-I IPaddr [-B mcast]

Where:

devtag Tag to identify the link

device Network device path of the interface
For link type ether, the path is followed by a colon (:) and an integer
which specifies the unit or PPA used by LLT to attach.
For link types udp and udp6, the device is the udp and udp6 device
path respectively.

bcast Broadcast address for the link type udp and rdma

mcast Multicast address for the link type udp6

IPaddr IP address for link types udp, udp6 and rdma

SAP SAP to bind on the network links for link type ether

port Port for link types udp, udp6 and rdma

mtu Maximum transmission unit to send packets on network links

For example:

For ether link type:

# lltconfig -t en3 -d /dev/dlpi/en:3 -s Oxcafe -m 1500
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= For UDP link type:

# lltconfig -t linkl -d /dev/xti/udp -b udp -s 50010
-I 192.168.1.1 -B 192.168.1.255

= For UDP6 link type:

# lltconfig -t linkl -d /dev/xti/udpé6
-b udp6 -s 50010 -I 2000::1

Note: If you want the addition of LLT links to be persistent after reboot, then
you must edit the /etc/11tab with LLT entries.

To remove an LLT link

1

Run the following command to disable a network link that is configured under
LLT.

# lltconfig -t devtag -L disable

Wait for the 16 seconds (LLT peerinact time).

Run the following command to remove the link.

# lltconfig -u devtag

Configuring aggregated interfaces under LLT

If you want to configure LLT to use aggregated interfaces after installing and
configuring VCS, you can use one of the following approaches:

Edit the /etc/littab file
This approach requires you to stop LLT. The aggregated interface configuration
is persistent across reboots.

Run the 11tconfig command

This approach lets you configure aggregated interfaces on the fly. However, the
changes are not persistent across reboots.

To configure aggregated interfaces under LLT by editing the /etc/llttab file

1

If LLT is running, stop LLT after you stop the other dependent modules.
# /etc/init.d/llt.rc stop

See “Stopping VCS” on page 103.
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link tag device name systemid range link type sap mtu size

tag

device_name

systemid_range

link_type

sap

mtu_size

Restart LLT for the changes to take effect. Restart the other dependent modules

Tag to identify the link

Network device path of the aggregated interface

The path is followed by a colon (:) and an integer which specifies
the unit or PPA used by LLT to attach.

Range of systems for which the command is valid.

If the link command is valid for all systems, specify a dash (-).
The link type must be ether.

SAP to bind on the network links.

Default is Oxcafe.

Maximum transmission unit to send packets on network links

that you stopped in step 1.

# /etc/init.d/llt.rc start

See “Starting VCS” on page 102.

99



Administering the cluster from the command line | 100
Administering the AMF kernel driver

To configure aggregated interfaces under LLT using the litconfig command

¢ When LLT is running, use the following command to configure an aggregated
interface:

lltconfig -t devtag -d device
[-b linktype ] [-s SAP] [-m mtu]

devtag Tag to identify the link

device Network device path of the aggregated interface

The path is followed by a colon (:) and an integer which specifies
the unit or PPA used by LLT to attach.

link_type The link type must be ether.
sap SAP to bind on the network links.
Default is Oxcafe.

mtu_size Maximum transmission unit to send packets on network links

See the 11tconfig(1M) manual page for more details.

You need not reboot after you make this change. However, to make these
changes persistent across reboot, you must update the /etc/llttab file.

See “To configure aggregated interfaces under LLT by editing the /etc/littab
file” on page 98.

Configuring destination-based load balancing for LLT

Destination-based load balancing for Low Latency Transport (LLT) is turned off by
default. Veritas recommends destination-based load balancing when the cluster
setup has more than two nodes and more active LLT ports.

See “About Low Latency Transport (LLT)” on page 224.
To configure destination-based load balancing for LLT

¢ Run the following command to configure destination-based load balancing:

lltconfig -F linkburst:0

Administering the AMF kernel driver

Review the following procedures to start, stop, or unload the AMF kernel driver.
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See “About the IMF notification module” on page 45.
See “Environment variables to start and stop VCS modules” on page 76.
To start the AMF kernel driver

1 Set the value of the AMF_START variable to 1 in the following file, if the value
is not already 1:

# /etc/default/amf

2 Start the AMF kernel driver. Run the following command:

# /etc/init.d/amf.rc start

To stop the AMF kernel driver

1 Set the value of the AMF_STOP variable to 1 in the following file, if the value
is not already 1:

# /etc/default/amf

2 Stop the AMF kernel driver. Run the following command:

# /etc/init.d/amf.rc stop

To unload the AMF kernel driver

1 If agent downtime is not a concern, use the following steps to unload the AMF
kernel driver:

= Stop the agents that are registered with the AMF kernel driver.
The amfstat command output lists the agents that are registered with AMF
under the Registered Reapers section.
See the amfstat manual page.

» Stop the AMF kernel driver.
See “To stop the AMF kernel driver” on page 101.

= Start the agents.

2  If you want minimum downtime of the agents, use the following steps to unload
the AMF kernel driver:

= Run the following command to disable the AMF driver even if agents are
still registered with it.

# amfconfig -Uof

» Stop the AMF kernel driver.
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See “To stop the AMF kernel driver” on page 101.

You can start VCS using one of the following approaches:

» Using the installves -start command

= Manually start VCS on each node

To start VCS

1 To start VCS using the installvcs program, perform the following steps on any
node in the cluster:

Log in as root user.

Run the following command:

# /opt/VRTS/install/installves -start

2 Tostart VCS manually, run the following commands on each node in the cluster:

Log in as root user.

Start LLT and GAB. Start I/O fencing if you have configured it. Skip this
step if you want to start VCS on a single-node cluster.
Optionally, you can start AMF if you want to enable intelligent monitoring.

LLT # /etc/init.d/llt.rc start
GAB # /etc/init.d/gab.rc start
I/0 fencing # /etc/init.d/vxfen.rc start
AMF # /etc/init.d/amf.rc start
Start the VCS engine.

# hastart

To start VCS in a single-node cluster, run the following command:

# hastart -onenode
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See “Starting the VCS engine (HAD) and related processes” on page 103.
3 Verify that the VCS cluster is up and running.

# gabconfig -a

Make sure that port a and port h memberships exist in the output for all nodes
in the cluster. If you configured I/O fencing, port b membership must also exist.

Starting the VCS engine (HAD) and related processes
The command to start VCS is invoked from the following file:
/etc/init.d/vecs.rc

When VCS is started, it checks the state of its local configuration file and registers
with GAB for cluster membership. If the local configuration is valid, and if no other
system is running VCS, it builds its state from the local configuration file and enters
the RUNNING state.

If the configuration on all nodes is invalid, the VCS engine waits for manual
intervention, or for VCS to be started on a system that has a valid configuration.

See “System states” on page 660.
To start the VCS engine

¢ Run the following command:

# hastart

To start the VCS engine when all systems are in the ADMIN_WAIT state

¢ Run the following command from any system in the cluster to force VCS to
use the configuration file from the system specified by the variable system:

# hasys -force system

To start VCS on a single-node cluster

& Type the following command to start an instance of VCS that does not require
GAB and LLT. Do not use this command on a multisystem cluster.

# hastart -onenode

Stopping VCS

You can stop VCS using one of the following approaches:
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Using the installvcs -stop command

Manually stop VCS on each node

To stop VCS

1

To stop VCS using the installvcs program, perform the following steps on any
node in the cluster:

= Login as root user.

= Run the following command:

# /opt/VRTS/install/installvcs -stop

To stop VCS manually, run the following commands on each node in the cluster:
= Login as root user.

= Take the VCS service groups offline and verify that the groups are offline.
# hagrp -offline service_group -sys system

# hagrp -state service_group

= Stop the VCS engine.
# hastop -local

See “Stopping the VCS engine and related processes” on page 105.
= Verify that the VCS engine port h is closed.

# gabconfig -a
= Stop I/O fencing if you have configured it. Stop GAB and then LLT.

I/0 fencing # /etc/init.d/vxfen.rc stop

GAB # /etc/init.d/gab.rc stop

LLT # /etc/init.d/1llt.rc stop
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Stopping the VCS engine and related processes

The hastop command stops the High Availability Daemon (HAD) and related
processes. You can customize the behavior of the hastop command by configuring
the EngineShutdown attribute for the cluster.

See “About controlling the hastop behavior by using the EngineShutdown attribute”
on page 106.

The hastop command includes the following options:

hastop -all [-force]
hastop [-help]
hastop -local [-force | -evacuate | -noautodisable]

hastop -sys system ... [-force | -evacuate -noautodisable]

Table 5-2 shows the options for the hastop command.

Table 5-2 Options for the hastop command
Option Description
-all Stops HAD on all systems in the cluster and takes all service groups
offline.
-help Displays the command usage.
-local Stops HAD on the system on which you typed the command
-force Allows HAD to be stopped without taking service groups offline on the

system. The value of the EngineShutdown attribute does not influence
the behavior of the -force option.

-evacuate When combined with -1ocal or -sys, migrates the system’s active
service groups to another system in the cluster, before the system is
stopped.

-noautodisable | Ensures the service groups that can run on the node where the hastop
command was issued are not autodisabled. This option can be used
with —evacuate but not with -force.

-sys Stops HAD on the specified system.

About stopping VCS without the -force option

When VCS is stopped on a system without using the -force option, it enters the
LEAVING state, and waits for all groups to go offline on the system. Use the output
of the command hasys -display system to verify that the values of the SysState
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and the OnGrpCnt attributes are non-zero. VCS continues to wait for the service
groups to go offline before it shuts down.

See “Troubleshooting resources” on page 619.

About stopping VCS with options other than the -force option

When VCS is stopped by options other than - force on a system with online service
groups, the groups that run on the system are taken offline and remain offline. VCS
indicates this by setting the attribute IntentOnline to 0. Use the option -force to
enable service groups to continue being online while the VCS engine (HAD) is
brought down and restarted. The value of the IntentOnline attribute remains
unchanged after the VCS engine restarts.

About controlling the hastop behavior by using the EngineShutdown
attribute

Use the EngineShutdown attribute to define VCS behavior when a user runs the
hastop command.

Note: VCS does not consider this attribute when the hastop is issued with the
following options: -force or -local -evacuate -noautodisable.

Configure one of the following values for the attribute depending on the desired
functionality for the hastop command:

Table 5-3 shows the engine shutdown values for the attribute.

Table 5-3 Engine shutdown values

EngineShutdown | Description

Value
Enable Process all hastop commands. This is the default behavior.
Disable Reject all hastop commands.

DisableClusStop | Do not process the hastop -all command; process all other hastop
commands.

PromptClusStop | Prompt for user confirmation before you run the hastop -all
command; process all other hastop commands.

PromptLocal Prompt for user confirmation before you run the hastop -local
command; process all other hastop commands except hastop -sys
command.
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Table 5-3 Engine shutdown values (continued)

EngineShutdown | Description
Value

PromptAlways Prompt for user confirmation before you run any hastop command.

Additional considerations for stopping VCS
Following are some additional considerations for stopping VCS:

= Ifyou use the command reboot, behavior is controlled by the ShutdownTimeOut
parameter. After HAD exits, if GAB exits within the time designated in the
ShutdownTimeout attribute, the remaining systems recognize this as a reboot
and fail over service groups from the departed system. For systems that run
several applications, consider increasing the value of the ShutdownTimeout
attribute.

= [f you stop VCS on a system by using the hastop command, it autodisables
each service group that includes the system in their SystemList attribute. VCS
does not initiate online of the servicegroup when in an autodisable state. (This
does not apply to systems that are powered off)

= [fyou use the -evacuate option, evacuation occurs before VCS is brought down.
But when there are dependencies between the service groups while -evacuate
command is issued, VCS rejects the command

Logging on to VCS

VCS prompts for user name and password information when non-root users run
haxxx commands. Use the halogin command to save the authentication information
so that you do not have to enter your credentials every time you run a VCS
command. Note that you may need specific privileges to run VCS commands.

When you run the halogin command, VCS stores encrypted authentication
information in the user’s home directory. For clusters that run in secure mode, the
command also sets up a trust relationship and retrieves a certificate from an
authentication broker.

If you run the command for different hosts, VCS stores authentication information
for each host. After you run the command, VCS stores the information until you end
the session.

For clusters that run in secure mode, you also can generate credentials for VCS to
store the information for 24 hours or for eight years and thus configure VCS to not
prompt for passwords when you run VCS commands as non-root users.
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See “Running high availability commands (HA) commands as non-root users on
clusters in secure mode” on page 109.

Root users do not need to run halogin when running VCS commands from the
local host.

To log on to a cluster running in secure mode

1

Set the following environment variables:
= VCS_DOMAIN—Name of the Security domain to which the user belongs.

= VCS_DOMAINTYPE—Type of VXSS domain: unixpwd, nt, Idap, nis, nisplus,
Or VX.

Define the node on which the VCS commands will be run. Set the VCS_HOST
environment variable to the name of the node. To run commands in a remote
cluster, you set the variable to the virtual IP address that was configured in the
ClusterService group.

Log on to VCS:

# halogin vcsusername password

To log on to a cluster not running in secure mode

1

Define the node on which the VCS commands will be run. Set the VCS_HOST
environment variable to the name of the node on which to run commands. To
run commands in a remote cluster, you can set the variable to the virtual IP
address that was configured in the ClusterService group.

Log on to VCS:

# halogin vcsusername password

To end a session for a host

¢ Run the following command:

# halogin -endsession hostname

To end all sessions

¢ Run the following command:

# halogin -endallsessions

After you end a session, VCS prompts you for credentials every time you run
a VCS command.
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Running high availability commands (HA) commands as non-root
users on clusters in secure mode

Perform the following procedure to configure VCS to not prompt for passwords
when a non-root user runs HA commands on a cluster which runs in secure mode.

To run HA commands as non-root users on clusters in secure mode

When a non-root user logs in, the logged in user context is used for HA commands,
and no password is prompted. For example, if user sam has logged in to the host
@example.com, and if VCS configuration specifies sam@example.com as the
group administrator for group G1, then the non-root user gets administrative
privileges for group G1.

¢ Run any HA command. This step generates credentials for VCS to store the
authentication information. For example, run the following command:

# hasys -state

About managing VCS configuration files

This section describes how to verify, back up, and restore VCS configuration files.
See “About the main.cf file” on page 61.

See “About the types.cf file” on page 65.

About multiple versions of .cf files

When hacf creates a .cf file, it does not overwrite existing .cf files. A copy of the file
remains in the directory, and its name includes a suffix of the date and time it was
created, such as main.cf.03Dec2001.17.59.04. In addition, the previous version of
any .cf file is saved with the suffix .previous; for example, main.cf.previous.

Verifying a configuration

Use hacf to verify (check syntax of) the main.cf and the type definition file, types.cf.
VCS does not run if hacf detects errors in the configuration.
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To verify a configuration

¢ Run the following command:

# hacf -verify config directory

The variable config_directory refers to directories containing a main.cf file and
any .cf files included in main.cf.

No error message and a return value of zero indicates that the syntax is legal.

Scheduling automatic backups for VCS configuration files

Configure the Backuplnterval attribute to instruct VCS to create a back up of the
configuration periodically. VCS backs up the main.cf and types.cf files as
main.cf.autobackup and types.cf.autobackup, respectively.

To start periodic backups of VCS configuration files
¢ Set the cluster-level attribute Backuplnterval to a non-zero value.

For example, to back up the configuration every 5 minutes, set Backuplinterval
to 5.

Example:

# haclus -display | grep BackupInterval
BackupInterval 0

# haconf -makerw

# haclus -modify BackupInterval 5

# haconf -dump -makero

Saving a configuration

When you save a configuration, VCS renames the file main.cf.autobackup to main.cf.
VCS also save your running configuration to the file main.cf.autobackup.

If have not configured the Backuplnterval attribute, VCS saves the running
configuration.

See “Scheduling automatic backups for VCS configuration files” on page 110.
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To save a configuration

¢ Run the following command

# haconf -dump -makero

The option -makero sets the configuration to read-only.

Setting the configuration to read or write

This topic describes how to set the configuration to read/write.
To set the mode to read or write

¢ Type the following command:

# haconf -makerw

Displaying configuration files in the correct format

When you manually edit VCS configuration files (for example, the main.cf or types.cf
file), you create formatting issues that prevent the files from being parsed correctly.

To display the configuration files in the correct format

¢ Run the following commands to display the configuration files in the correct
format:

# hacf -cftocmd config
# hacf -cmdtocf config

About managing VCS users from the command

line

You can add, modify, and delete users on any system in the cluster, provided you
have the privileges to do so.

If VCS is running in secure mode, specify user names, in one of the following
formats:

= username@domain
= username

Specify only the user name to assign cluster-level privileges to a user. The user
can access any node in the cluster. Privileges for a cluster-level user are the same
across nodes in the cluster.
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Specify the user name and the domain name to add a user on multiple nodes in
the cluster. This option requires multiple entries for a user, one for each node.

You cannot assign or change passwords for users when VCS is running in secure
mode.

The commands to add, modify, and delete a user must be executed only as root
or administrator and only if the VCS configuration is in read/write mode.

See “Setting the configuration to read or write” on page 111.

Note: You must add users to the VCS configuration to monitor and administer VCS
from the graphical user interface Cluster Manager.

Adding a user
Users in the category Cluster Guest cannot add users.
To add a user

1 Set the configuration to read/write mode:

# haconf -makerw

2 Add the user:

# hauser -add user [-priv <Administrator|Operator> [-group

service groups]]
3 Enter a password when prompted.
Reset the configuration to read-only:
# haconf -dump -makero
To add a user with cluster administrator access
¢ Type the following command:

# hauser -add user -priv Administrator

To add a user with cluster operator access

¢ Type the following command:

# hauser -add user -priv Operator
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To add a user with group administrator access

¢ Type the following command:

# hauser -add user -priv Administrator -group service groups

To add a user with group operator access

¢ Type the following command:

# hauser -add user -priv Operator -group service groups

To add a user on only one node with cluster administrator access

1 Set the configuration to read/write mode:

# haconf -makerw

2 Add the user:
# hauser -add user@node.domain -priv Administrator
For example,

# hauser -add userl@sysl.domainl.com -priv Administrator

3 Reset the configuration to read-only:

# haconf -dump -makero

To add a user on only one node with group administrator access

¢ Type the following command:

# hauser -add user@node.domain -priv Administrator -group service groups

Assigning and removing user privileges
The following procedure desribes how to assign and remove user privileges:
To assign privileges to an administrator or operator

¢ Type the following command:

hauser -addpriv user Adminstrator|Operator

[-group service groups]
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To remove privileges from an administrator or operator
¢ Type the following command:
hauser -delpriv user Adminstrator|Operator

[-group service groups]

To assign privileges to an OS user group
¢ Type the following command:
hauser -addpriv usergroup AdminstratorGroup|OperatorGroup

[-group service groups]

To remove privileges from an OS user group

¢ Type the following command:

hauser -delpriv usergroup AdminstratorGroup|OperatorGroup

[-group service groups]

Modifying a user
Users in the category Cluster Guest cannot modify users.
You cannot modify a VCS user in clusters that run in secure mode.
To modify a user

1 Set the configuration to read or write mode:

# haconf -makerw

2  Enter the following command to modify the user:
# hauser -update user

3 Enter a new password when prompted.

4 Reset the configuration to read-only:

# haconf -dump -makero

Deleting a user

You can delete a user from the VCS configuration.
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To delete a user

1 Set the configuration to read or write mode:

# haconf -makerw

2 For users with Administrator and Operator access, remove their privileges:
# hauser -delpriv user Adminstrator|Operator [-group
service groups]
3 Delete the user from the list of registered users:

# hauser -delete user

4 Reset the configuration to read-only:

# haconf -dump -makero

Displaying a user
This topic describes how to display a list of users and their privileges.
To display a list of users

¢ Type the following command:

# hauser -list

To display the privileges of all users

¢ Type the following command:

# hauser -display

To display the privileges of a specific user

¢ Type the following command:

# hauser -display user

About querying VCS

VCS enables you to query various cluster objects, including resources, service
groups, systems, resource types, agents, clusters, and sites. You may execute
commands from any system in the cluster. Commands to display information on
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the VCS configuration or system states can be executed by all users: you do not
need root privileges.

Querying service groups

This topic describes how to perform a query on service groups.
To display the state of a service group on a system

¢ Type the following command:

# hagrp -state [service group] [-sys system]

To display the resources for a service group

¢ Type the following command:

# hagrp -resources service group

To display a list of a service group’s dependencies
¢ Type the following command:

# hagrp -dep [service group]

To display a service group on a system

¢ Type the following command:

# hagrp -display [service group] [-sys system]

If service_group is not specified, information regarding all service groups is
displayed.

To display the attributes of a system

¢ Type the following command:
# hagrp -display [service group]
[-attribute attribute] [-sys system]

Note that system names are case-sensitive.

To display the value of a service group attribute

¢ Type the following command:

# hagrp -value service group attribute
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To forecast the target system for failover

& Use the following command to view the target system to which a service group
fails over during a fault:

# hagrp -forecast service group [-policy failoverpolicy value] [-verbose]

The policy values can be any one of the following values: Priority, RoundRobin,
Load or BiggestAvailable.

Note: You cannot use the -forecast option when the service group state is
in transition. For example, VCS rejects the command if the service group is in
transition to an online state or to an offline state.

The -forecast option is supported only for failover service groups. In case of
offline failover service groups, VCS selects the target system based on the
service group’s failover policy.

The BiggestAvailable policy is applicable only when the service group attribute
Load is defined and cluster attribute Statistics is enabled.

The actual service group FailOverPolicy can be configured as any policy, but
the forecast is done as though FailOverPolicy is set to BiggestAvailable.

Querying resources
This topic describes how to perform a query on resources.
To display a resource’s dependencies

¢ Enter the following command:

# hares -dep resource

Note: If you use this command to query atleast resource dependency, the
dependency is displayed as a normal 1-to-1 dependency.

To display information about a resource

¢ Enter the following command:
# hares -display resource

If resource is not specified, information regarding all resources is displayed.
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To display resources of a service group

¢ Enter the following command:

# hares -display -group service_ group

To display resources of a resource type

¢ Enter the following command:

# hares -display -type resource_ type

To display resources on a system

¢ Enter the following command:

# hares -display -sys system

To display the value of a specific resource attribute

¢ Enter the following command:

# hares -value resource attribute

To display atleast resource dependency

¢ Enter the following command:
# hares -dep -atleast resource
The following is an example of the command output:

#hares -dep -atleast
#Group Parent Child
gl resl res2,res3,res5,res6 min=2

gl res’7 res8

Querying resource types
This topic describes how to perform a query on resource types.
To display all resource types

¢ Type the following command:

# hatype -list
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To display resources of a particular resource type

¢ Type the following command:

# hatype -resources resource_ type

To display information about a resource type

¢ Type the following command:
# hatype -display resource_ type

If resource_type is not specified, information regarding all types is displayed.
To display the value of a specific resource type attribute

¢ Type the following command:

# hatype -value resource type attribute

Querying agents

Table 5-4 lists the run-time status for the agents that the haagent -display
command displays.

Table 5-4 Run-time status for the agents

Run-time status | Definition

Faults Indicates the number of agent faults within one hour of the time the
fault began and the time the faults began.

Messages Displays various messages regarding agent status.
Running Indicates the agent is operating.
Started Indicates the file is executed by the VCS engine (HAD).

To display the run-time status of an agent

¢ Type the following command:
# haagent -display [agent]
If agent is not specified, information regarding all agents appears.

To display the value of a specific agent attribute

¢ Type the following command:

# haagent -value agent attribute
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Querying systems
This topic describes how to perform a query on systems.
To display a list of systems in the cluster

¢ Type the following command:

# hasys -list

To display information about each system

¢ Type the following command:
# hasys -display [system]
If you do not specify a system, the command displays attribute names and
values for all systems.

To display the value of a specific system attribute

¢ Type the following command:

# hasys -value system attribute

To display system attributes related to resource utilization

¢ Use the following command to view the resource utilization of the following
system attributes:

= Capacity
s HostAvailableForecast

» HostUtilization
# hasys -util system

The -util option is applicable only if you set the cluster attribute Statistics to
Enabled and define at least one key in the cluster attribute HostMeters.

The command also indicates if the HostUtilization, and HostAvailableForecast
values are stale.

Querying clusters

This topic describes how to perform a query on clusters.
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To display the value of a specific cluster attribute

¢ Type the following command:

# haclus -value attribute

To display information about the cluster

¢ Type the following command:

# haclus -display

Querying status

This topic describes how to perform a query on status of service groups in the
cluster.

Note: Run the hastatus command with the -summary option to prevent an incessant
output of online state transitions. If the command is used without the option, it will
repeatedly display online state transitions until it is interrupted by the command
CTRL+C.

To display the status of all service groups in the cluster, including resources

¢ Type the following command:

# hastatus

To display the status of a particular service group, including its resources

¢ Type the following command:

# hastatus [-sound] [-time] -group service group

[-group service group]...

If you do not specify a service group, the status of all service groups appears.
The -sound option enables a bell to ring each time a resource faults.

The -time option prints the system time at which the status was received.
To display the status of service groups and resources on specific systems

¢ Type the following command:

# hastatus [-sound] [-time] -sys system name

[-sys system name]...
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To display the status of specific resources

¢ Type the following command:

# hastatus [-sound] [-time] -resource resource name

[-resource resource name]...

To display the status of cluster faults, including faulted service groups,
resources, systems, links, and agents

¢ Type the following command:

# hastatus -summary

Querying log data files (LDFs)

Log data files (LDFs) contain data regarding messages written to a corresponding
English language file. Typically, for each English file there is a corresponding LDF.

To display the hamsg usage list

¢ Type the following command:

# hamsg -help

To display the list of LDFs available on the current system

¢ Type the following command:

# hamsg -list

To display general LDF data

¢ Type the following command:
# hamsg -info [-path path name] LDF

The option -path specifies where hamsg looks for the specified LDF. If not
specified, hamsg looks for files in the default directory:
/var/VRTSvcs/Idf

To display specific LDF data

¢ Type the following command:

# hamsg [-any] [-sev C|E|W|N|I]
[-otype VCS|RES|GRP|SYS|AGT]
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[-oname object name] [-cat category] [-msgid message ID]
[-path path name] [-lang language] LDF file

-any Specifies hamsg return messages that match any of the specified
query options.

-sev Specifies hamsg return messages that match the specified
message severity Critical, Error, Warning, Notice, or Information.

-otype Specifies hamsg return messages that match the specified object
type
= VCS = general VCS messages
» RES =resource
= GRP = service group
s SYS =system
= AGT = agent

-oname Specifies hamsg return messages that match the specified object
name.

-cat Specifies hamsg return messages that match the specified
category. For example, the value 2 in the message id
“V-16-2-13067"

-msgid Specifies hamsg return messages that match the specified
message ID. For example, the value 13067 the message id
“V-16-2-13067"

-path Specifies where hamsg looks for the specified LDF. If not specified,
hamsg looks for files in the default directory:

/var/VRTSvcs/Idf

-lang Specifies the language in which to display messages. For example,
the value en specifies English and "ja" specifies Japanese.

Using conditional statements to query VCS objects

Some query commands include an option for conditional statements. Conditional
statements take three forms:

Attribute=value (the attribute equals the value)

Attribute!=value (the attribute does not equal the value)
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Attribute=~Value (the value is the prefix of the attribute, for example a query for
the state of a resource = ~FAULTED returns all resources whose state begins with
FAULTED.)

Multiple conditional statements can be used and imply anD logic.

You can only query attribute-value pairs that appear in the output of the command
hagrp -display.

See “Querying service groups” on page 116.

To display the list of service groups whose values match a conditional
statement

¢ Type the following command:
# hagrp -list [conditional statement]

If no conditional statement is specified, all service groups in the cluster are
listed.

To display a list of resources whose values match a conditional statement

¢ Type the following command:
# hares -list [conditional statement]

If no conditional statement is specified, all resources in the cluster are listed.
To display a list of agents whose values match a conditional statement

¢ Type the following command:
# haagent -list [conditional statement]

If no conditional statement is specified, all agents in the cluster are listed.

About administering service groups

Administration of service groups includes tasks such as adding, deleting, or
modifying service groups.

Adding and deleting service groups

This topic describes how to add or delete a service group.
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To add a service group to your cluster

¢ Type the following command:
# hagrp -add service group

The variable service_group must be unique among all service groups defined
in the cluster.

This command initializes a service group that is ready to contain various
resources. To employ the group properly, you must populate its SystemList
attribute to define the systems on which the group may be brought online and
taken offline. (A system list is an association of names and integers that
represent priority values.)

To delete a service group

¢ Type the following command:
# hagrp -delete service group

Note that you cannot delete a service group until all of its resources are deleted.

Modifying service group attributes

This topic describes how to modify service group attributes.
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To modify a service group attribute

¢ Type the following command:

# hagrp -modify service group attribute value [-sys system]

The variable value represents:
system_name1 priority1 system_name2 priority2

If the attribute that is being modified has local scope, you must specify the
system on which to modify the attribute, except when modifying the attribute
on the system from which you run the command.

For example, to populate the system list of service group groupx with Systems
A and B, type:

# hagrp -modify groupx SystemList -add SystemA 1 SystemB 2
Similarly, to populate the AutoStartList attribute of a service group, type:
# hagrp -modify groupx AutoStartList SystemA SystemB

You may also define a service group as parallel. To set the Parallel attribute
to 1, type the following command. (Note that the default for this attribute is 0,
which designates the service group as a failover group.):

# hagrp -modify groupx Parallel 1

You cannot modify this attribute if resources have already been added to the
service group.

You can modify the attributes SystemList, AutoStartList, and Parallel only by
using the command hagrp -modify. You cannot modify attributes created by
the system, such as the state of the service group.

Modifying the SystemList attribute

You use the hagrp -modify command to change a service group’s existing system
list, you can use the options -modify, -add, ~update, -delete, OF -delete -keys.

For example, suppose you originally defined the SystemList of service group groupx
as SystemA and SystemB. Then after the cluster was brought up you added a new
system to the list:

# hagrp -modify groupx SystemList -add SystemC 3

You must take the service group offline on the system that is being modified.
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When you add a system to a service group’s system list, the system must have
been previously added to the cluster. When you use the command line, you can
use the hasys -add command.

When you delete a system from a service group’s system list, the service group
must not be online on the system to be deleted.

If you attempt to change a service group’s existing system list by using hagrp
-modi fy without other options (such as -add or -update) the command fails.

Bringing service groups online
This topic describes how to bring service groups online.
To bring a service group online

& Type one of the following commands:
# hagrp -online service group -sys system

# hagrp -online service group -site [site name]

To start a service group on a system and bring online only the resources
already online on another system

¢ Type the following command:

# hagrp -online service group -sys system

-checkpartial other system

If the service group does not have resources online on the other system, the
service group is brought online on the original system and the checkpartial
option is ignored.

Note that the checkpartial option is used by the Preonline trigger during
failover. When a service group that is configured with Preonline =1 fails over
to another system (system 2), the only resources brought online on system 2
are those that were previously online on system 1 prior to failover.

To bring a service group and its associated child service groups online
& Type one of the following commands:

s # hagrp -online -propagate service group -sys system
m # hagrp -online -propagate service group -any

s # hagrp -online -propagate service group -site site
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Note: See the man pages associated with the hagrp command for more information
about the -propagate option.

Taking service groups offline
This topic describes how to take service groups offline.
To take a service group offline

& Type one of the following commands:
# hagrp -offline service group -sys system
# hagrp -offline service group -site site name
To take a service group offline only if all resources are probed on the system
¢ Type the following command:
# hagrp -offline [-ifprobed] service group -sys system
To take a service group and its associated parent service groups offline

¢ Type one of the following commands:

m # hagrp -offline -propagate service group -sys system
s # hagrp -offline -propagate service group -any

s # hagrp -offline -propagate s