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= Chapter 3. VCS configuration concepts



Introducing Veritas Cluster
Server

This chapter includes the following topics:
= About Veritas Cluster Server

= About cluster control guidelines

= About the physical components of VCS
= Logical components of VCS

= Putting the pieces together

About Veritas Cluster Server

Veritas Cluster Server (VCS) from Symantec connects multiple, independent systems
into a management framework for increased availability. Each system, or node,
runs its own operating system and cooperates at the software level to form a cluster.
VCS links commodity hardware with intelligent software to provide application
failover and control. When a node or a monitored application fails, other nodes can
take predefined actions to take over and bring up services elsewhere in the cluster.

How VCS detects failure

VCS detects failure of an application by issuing specific commands, tests, or scripts
to monitor the overall health of an application. VCS also determines the health of

underlying resources by supporting the applications such as file systems and network
interfaces.

VCS uses a redundant network heartbeat to differentiate between the loss of a
system and the loss of communication between systems. VCS can also use
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SCSI3-based membership coordination and data protection for detecting failure on
a node and on fencing.

See “About cluster control, communications, and membership” on page 38.

How VCS ensures application availability

When VCS detects an application or node failure, VCS brings application services
up on a different node in a cluster.

Figure 1-1 shows how VCS virtualizes IP addresses and system names, so client
systems continue to access the application and are unaware of which server they
use.

Figure 1-1 VCSvirtualizes IP addresses and system names to ensure application
availability

N

IP Address
Application
Storage Storage

For example, in a two-node cluster consisting of db-server1 and db-server2, a virtual
address may be called db-server. Clients access db-server and are unaware of
which physical server hosts the db-server.

About switchover and failover

Switchover and failover are the processes of bringing up application services on a
different node in a cluster by VCS. The difference between the two processes is

as follows:

Switchover A switchover is an orderly shutdown of an application and its supporting
resources on one server and a controlled startup on another server.

Failover A failover is similar to a switchover, except the ordered shutdown of

applications on the original node may not be possible due to failure of
hardware or services, so the services are started on another node.
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About cluster control guidelines

Most applications can be placed under cluster control provided the following
guidelines are met:

= Defined start, stop, and monitor procedures
See “ Defined start, stop, and monitor procedures” on page 28.

= Ability to restart in a known state
See “ Ability to restart the application in a known state” on page 29.

= Ability to store required data on shared disks
See “ External data storage” on page 29.

= Adherence to license requirements and host name dependencies
See “ Licensing and host name issues” on page 30.

Defined start, stop, and monitor procedures

The following table describes the defined procedures for starting, stopping, and
monitoring the application to be clustered:

Start procedure

Stop procedure

The application must have a command to start it and all resources it
may require. VCS brings up the required resources in a specific order,
then brings up the application by using the defined start procedure.

For example, to start an Oracle database, VCS must know which Oracle
utility to call, such as sqlplus. VCS must also know the Oracle user,
instance ID, Oracle home directory, and the pfile.

An individual instance of the application must be capable of being
stopped without affecting other instances.

For example, You cannot kill all httpd processes on a Web server
because it also stops other Web servers.

If VCS cannot stop an application cleanly, it may call for a more forceful
method, like a kill signal. After a forced stop, a clean-up procedure may
be required for various process-specific and application-specific items
that may be left behind. These items include shared memory segments
or semaphores.

28
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Monitor procedure The application must have a monitor procedure that determines if the
specified application instance is healthy. The application must allow
individual monitoring of unique instances.

For example, the monitor procedure for a Web server connects to the
specified server and verifies that it serves Web pages. In a database
environment, the monitoring application can connect to the database
server and perform SQL commands to verify read and write access to
the database.

If a test closely matches what a user does, it is more successful in
discovering problems. Balance the level of monitoring by ensuring that
the application is up and by minimizing monitor overhead.

Ability to restart the application in a known state

When you take an application offline, the application must close out all tasks, store
data properly on shared disk, and exit. Stateful servers must not keep that state of
clients in memory. States should be written to shared storage to ensure proper
failover.

Commercial databases such as Oracle, Sybase, or SQL Server are good examples
of well-written, crash-tolerant applications. On any client SQL request, the client is
responsible for holding the request until it receives acknowledgement from the
server. When the server receives a request, it is placed in a special redo log file.
The database confirms that the data is saved before it sends an acknowledgement
to the client. After a server crashes, the database recovers to the last-known
committed state by mounting the data tables and by applying the redo logs. This
returns the database to the time of the crash. The client resubmits any outstanding
client requests that are unacknowledged by the server, and all others are contained
in the redo logs.

If an application cannot recover gracefully after a server crashes, it cannot run in
a cluster environment. The takeover server cannot start up because of data
corruption and other problems.

External data storage

The application must be capable of storing all required data and configuration
information on shared disks. The exception to this rule is a true shared nothing
cluster.

See “About shared nothing clusters” on page 51.

For example, set up SQL Server so that the binaries are installed on the local
system. The shared database and configuration information reside on a shared
disk.



Introducing Veritas Cluster Server | 30
About the physical components of VCS

The application must also store data to disk instead of maintaining it in memory.
The takeover system must be capable of accessing all required information. This
requirement precludes the use of anything inside a single system inaccessible by
the peer. NVRAM accelerator boards and other disk caching mechanisms for
performance are acceptable, but must be done on the external array and not on
the local host.

Licensing and host name issues

The application must be capable of running on all servers that are designated as
potential hosts. This requirement means strict adherence to license requirements
and host name dependencies. A change of host names can lead to significant
management issues when multiple systems have the same host name after an
outage. To create custom scripts to modify a system host name on failover is not
recommended. Symantec recommends that you configure applications and licenses
to run properly on all hosts.

About the physical components of VCS

A VCS cluster comprises of systems that are connected with a dedicated
communications infrastructure. VCS refers to a system that is part of a cluster as
a node.

Each cluster has a unique cluster ID. Redundant cluster communication links connect
systems in a cluster.

See “About VCS nodes” on page 30.
See “About shared storage” on page 31.

See “About networking” on page 31.

About VCS nodes

VCS nodes host the service groups (managed applications and their resources).
Each system is connected to networking hardware, and usually to storage hardware
also. The systems contain components to provide resilient management of the
applications and to start and stop agents.

Nodes can be individual systems, or they can be created with domains or partitions
on enterprise-class systems or on supported virtual machines. Individual cluster
nodes each run their own operating system and possess their own boot device.
Each node must run the same operating system within a single VCS cluster.
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About shared storage

Storage is a key resource of most applications services, and therefore most service
groups. You can start a managed application on a system that has access to its
associated data files. Therefore, a service group can only run on all systems in the
cluster if the storage is shared across all systems. In many configurations, a storage
area network (SAN) provides this requirement.

See “ Cluster topologies and storage configurations” on page 49.

About networking
Networking in the cluster is used for the following purposes:
= Communications between the cluster nodes and the customer systems.
= Communications between the cluster nodes.

See “About cluster control, communications, and membership” on page 38.

Logical components of VCS

VCS is comprised of several components that provide the infrastructure to cluster
an application.

See “About resources and resource dependencies” on page 32.
See “Categories of resources” on page 32.

See “About resource types” on page 33.

See “About service groups” on page 33.

See “Types of service groups” on page 34.

See “About the ClusterService group” on page 35.

See “About agents in VCS” on page 35.

See “About agent functions” on page 36.

See “ VCS agent framework” on page 38.

See “About cluster control, communications, and membership” on page 38.
See “About security services” on page 40.

See “ Components for administering VCS” on page 41.
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About resources and resource dependencies

Resources are hardware or software entities that make up the application. Disk
groups and file systems, network interface cards (NIC), IP addresses, and
applications are a few examples of resources.

Resource dependencies indicate resources that depend on each other because of
application or operating system requirements. Resource dependencies are
graphically depicted in a hierarchy, also called a tree, where the resources higher
up (parent) depend on the resources lower down (child).

Figure 1-2 shows the hierarchy for a database application.

Figure 1-2 Sample resource dependency graph

Application requires database and IP address.

IP Address

Application

Resource dependencies determine the order in which resources are brought online
or taken offline. For example, you must import a disk group before volumes in the
disk group start, and volumes must start before you mount file systems. Conversely,
you must unmount file systems before volumes stop, and volumes must stop before
you deport disk groups.

A parent is brought online after each child is brought online, and this continues up
the tree, until finally the application starts. Conversely, to take a managed application
offline, VCS stops resources by beginning at the top of the hierarchy. In this example,
the application stops first, followed by the database application. Next the IP address
and file systems stop concurrently. These resources do not have any resource
dependency between them, and this continues down the tree.

Child resources must be brought online before parent resources are brought online.
Parent resources must be taken offline before child resources are taken offline. If
resources do not have parent-child interdependencies, they can be brought online
or taken offline concurrently.

Categories of resources

Different types of resources require different levels of control.
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Table 1-1 describes the three categories of VCS resources.

Table 1-1 Categories of VCS resources
VCS resources VCS behavior
On-Off VCS starts and stops On-Off resources as required. For

example, VCS imports a disk group when required, and deports
it when it is no longer needed.

On-Only VCS starts On-Only resources, but does not stop them.

For example, in the case of the FileOnOnly resource, VCS
creates the file. VCS does not delete the file if the service
group is taken offline.

Persistent These resources cannot be brought online or taken offline.
For example, a network interface card cannot be started or
stopped, but it is required to configure an IP address. A
Persistent resource has an operation value of None. VCS
monitors Persistent resources to ensure their status and
operation. Failure of a Persistent resource triggers a service
group failover.

About resource types

VCS defines a resource type for each resource it manages. For example, you can
configure the NIC resource type to manage network interface cards. Similarly, you
can configure an IP address using the IP resource type.

VCS includes a set of predefined resources types. For each resource type, VCS
has a corresponding agent, which provides the logic to control resources.

See “About agents in VCS” on page 35.

About service groups

A service group is a virtual container that contains all the hardware and software
resources that are required to run the managed application. Service groups allow
VCS to control all the hardware and software resources of the managed application
as a single unit. When a failover occurs, resources do not fail over individually; the
entire service group fails over. If more than one service group is on a system, a
group can fail over without affecting the others.

Figure 1-3 shows a typical database service group.
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Figure 1-3 Typical database service group

Application

IP Address

A single node can host any number of service groups, each providing a discrete
service to networked clients. If the server crashes, all service groups on that node
must be failed over elsewhere.

Service groups can be dependent on each other. For example, a managed
application might be a finance application that is dependent on a database
application. Because the managed application consists of all components that are
required to provide the service, service group dependencies create more complex
managed applications. When you use service group dependencies, the managed
application is the entire dependency tree.

See “About service group dependencies” on page 404.

Types of service groups

VCS service groups fall in three main categories: failover, parallel, and hybrid.

About failover service groups

A failover service group runs on one system in the cluster at a time. Failover groups
are used for most applications that do not support multiple systems to simultaneously
access the application’s data.

About parallel service groups

A parallel service group runs simultaneously on more than one system in the cluster.
A parallel service group is more complex than a failover group. Parallel service
groups are appropriate for applications that manage multiple application instances
that run simultaneously without data corruption.
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About hybrid service groups

A hybrid service group is for replicated data clusters and is a combination of the
failover and parallel service groups. It behaves as a failover group within a system
zone and a parallel group across system zones.

A hybrid service group cannot fail over across system zones. VCS allows a switch
operation on a hybrid group only if both systems are within the same system zone.
If no systems exist within a zone for failover, VCS calls the nofailover trigger on the
lowest numbered node. Hybrid service groups adhere to the same rules governing
group dependencies as do parallel groups.

See “About service group dependencies” on page 404.

See “About the nofailover event trigger” on page 440.

About the ClusterService group

The ClusterService group is a special purpose service group, which contains
resources that are required by VCS components.

The group contains resources for the following items:

= Cluster Management Console

= Notification

= Wide-area connector (WAC) process, which is used in global clusters

By default, the ClusterService group can fail over to any node despite restrictions
such as the node being frozen. However, if you disable the AutoAddSystemToCSG
attribute, you can control the nodes that are included in the SystemList. The
ClusterService group is the first service group to come online and cannot be
autodisabled. The ClusterService group comes online on the first node that
transitions to the running state. The VCS engine discourages the action of taking
the group offline manually.

About agents in VCS

Agents are multi-threaded processes that provide the logic to manage resources.
VCS has one agent per resource type. The agent monitors all resources of that
type; for example, a single IP agent manages all IP resources.

When the agent starts, it obtains the necessary configuration information from VCS.
It then periodically monitors the resources, and updates VCS with the resource
status.

See About resource monitoring on page ?.
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The action to bring a resource online or take it offline differs significantly for each
resource type. For example, when you bring a disk group online, it requires importing
the disk group. But, when you bring a database online, it requires that you start the
database manager process and issue the appropriate startup commands.

VCS monitors resources when they are online and offline to ensure that they are
not started on systems where they are not supposed to run. For this reason, VCS
starts the agent for any resource that is configured to run on a system when the
cluster is started. If no resources of a particular type are configured, the agent is
not started. For example, if no Oracle resources exist in your configuration, the
Oracle agent is not started on the system.

Certain agents can identify when an application has been intentionally shut down

outside of VCS control. For agents that support this functionality, if an administrator
intentionally shuts down an application outside of VCS control, VCS does not treat
it as a fault. VCS sets the service group state as offline or partial, which depends

on the state of other resources in the service group.

This feature allows administrators to stop applications that do not cause a failover.
The feature is available for V51 agents. Agent versions are independent of VCS
versions. For example, VCS 6.0 can run V40, V50, V51, and V52 agents for
backward compatibility.

See “VCS behavior for resources that support the intentional offline functionality”
on page 372.

About agent functions

Agents carry out specific functions on resources. The functions an agent performs
are called entry points.

For details on agent functions, see the Veritas Cluster Server Agent Developer’s
Guide.

Table 1-2 describes the agent functions.

Table 1-2 Agent functions

Agent functions | Role

Online Brings a specific resource ONLINE from an OFFLINE state.

Offline Takes a resource from an ONLINE state to an OFFLINE state.
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Agent functions (continued)

Agent functions

Role

Monitor

Tests the status of a resource to determine if the resource is online or
offline.

The function runs at the following times:

= During initial node startup, to probe and determine the status of all
resources on the system.

= After every online and offline operation.

= Periodically, to verify that the resource remains in its correct state.
Under normal circumstances, the monitor entry point is run every
60 seconds when a resource is online. The entry point is run every
300 seconds when a resource is expected to be offline.

= When you probe a resource using the following command:

#hares -probe res name -sys system name.

Clean

Cleans up after a resource fails to come online, fails to go offline, or
fails to detect as ONLINE when resource is in an ONLINE state. The
clean entry point is designed to clean up after an application fails. The
function ensures that the host system is returned to a valid state. For
example, the clean function may remove shared memory segments or
IPC resources that are left behind by a database.

Action

Performs actions that can be completed in a short time and which are
outside the scope of traditional activities such as online and offline.
Some agents have predefined action scripts that you can run by invoking
the action function.

Info

Retrieves specific information for an online resource.

The retrieved information is stored in the resource attribute
Resourcelnfo. This function is invoked periodically by the agent
framework when the resource type attribute Infolnterval is set to a
non-zero value. The Infolnterval attribute indicates the period after
which the info function must be invoked. For example, the Mount agent
may use this function to indicate the space available on the file system.

To see the updated information, you can invoke the info agent function
explicitly from the command line interface by running the following
command:

hares -refreshinfo res [-sys system] -clus cluster

| -localclus
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Agent classifications

The different kinds of agents that work with VCS include bundled agents, enterprise
agents, and custom agents.

About bundled agents

Bundled agents are packaged with VCS. They include agents for Disk, Mount, IP,
and various other resource types.

See the Veritas Cluster Server Bundled Agents Reference Guide.

About enterprise agents

Enterprise agents control third party applications. These include agents for Oracle,
Sybase, and DB2.

See the following documentation for more information:
n Veritas Cluster Server Agent for Oracle Installation and Configuration Guide
n Veritas Cluster Server Agent for Sybase Installation and Configuration Guide

n Veritas Cluster Server Agent for DB2 Installation and Configuration Guide

About custom agents

Custom agents are agents that customers or Symantec consultants develop.
Typically, agents are developed because the user requires control of an application
that the current bundled or enterprise agents do not support.

See the Veritas Cluster Server Agent Developer’s Guide.

VCS agent framework

The VCS agent framework is a set of common, predefined functions that are
compiled into each agent. These functions include the ability to connect to the VCS
engine (HAD) and to understand common configuration attributes. The agent
framework frees the developer from developing functions for the cluster; the
developer instead can focus on controlling a specific resource type.

For more information on developing agents, see the Veritas Cluster Server Agent
Developer’s Guide.

About cluster control, communications, and membership

Cluster communications ensure that VCS is continuously aware of the status of
each system’s service groups and resources. They also enable VCS to recognize
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which systems are active members of the cluster, which have joined or left the
cluster, and which have failed.

See “About the high availability daemon (HAD)” on page 39.
See “About Group Membership Services and Atomic Broadcast (GAB)” on page 39.
See “About Low Latency Transport (LLT)” on page 40.

About the high availability daemon (HAD)

The VCS high availability daemon (HAD) runs on each system.

Also known as the VCS engine, HAD is responsible for the following functions:
= Builds the running cluster configuration from the configuration files

» Distributes the information when new nodes join the cluster

= Responds to operator input

= Takes corrective action when something fails.

The engine uses agents to monitor and manage resources. It collects information
about resource states from the agents on the local system and forwards it to all
cluster members.

The local engine also receives information from the other cluster members to update
its view of the cluster. HAD operates as a replicated state machine (RSM). The
engine that runs on each node has a completely synchronized view of the resource
status on each node. Each instance of HAD follows the same code path for corrective
action, as required.

The RSM is maintained through the use of a purpose-built communications package.
The communications package consists of the protocols Low Latency Transport
(LLT) and Group Membership Services and Atomic Broadcast (GAB).

The hashadow process monitors HAD and restarts it when required.

About Group Membership Services and Atomic Broadcast (GAB)

The Group Membership Services and Atomic Broadcast protocol (GAB) is
responsible for the following cluster membership and cluster communications
functions:

» Cluster Membership
GAB maintains cluster membership by receiving input on the status of the
heartbeat from each node by LLT. When a system no longer receives heartbeats
from a peer, it marks the peer as DOWN and excludes the peer from the cluster.
In VCS, memberships are sets of systems participating in the cluster.

VCS has the following types of membership:
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= Aregular membership includes systems that communicate with each other
across more than one network channel.

= A jeopardy membership includes systems that have only one private
communication link.

= Avisible membership includes systems that have GAB running but the GAB
client is no longer registered with GAB.

n  Cluster Communications
GAB’s second function is reliable cluster communications. GAB provides
guaranteed delivery of point-to-point and broadcast messages to all nodes. The
VCS engine uses a private IOCTL (provided by GAB) to tell GAB that it is alive.

About Low Latency Transport (LLT)

VCS uses private network communications between cluster nodes for cluster
maintenance. The Low Latency Transport functions as a high-performance,
low-latency replacement for the IP stack, and is used for all cluster communications.
Symantec recommends two independent networks between all cluster nodes. These
networks provide the required redundancy in the communication path and enable
VCS to differentiate between a network failure and a system failure.

LLT has the following two major functions:

= Traffic distribution
LLT distributes (load balances) internode communication across all available
private network links. This distribution means that all cluster communications
are evenly distributed across all private network links (maximum eight) for
performance and fault resilience. If a link fails, traffic is redirected to the remaining
links.

= Heartbeat
LLT is responsible for sending and receiving heartbeat traffic over network links.
The Group Membership Services function of GAB uses this heartbeat to
determine cluster membership.

About security services

VCS uses the Symantec Product Authentication Service to provide secure
communication between cluster nodes. VCS uses digital certificates for
authentication and uses SSL to encrypt communication over the public network.

In secure mode:
s VCS uses platform-based authentication.

s VCS does not store user passwords.
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= All VCS users are system and domain users and are configured using
fully-qualified user names. For example, administrator@vcsdomain. VCS
provides a single sign-on mechanism, so authenticated users do not need to
sign on each time to connect to a cluster.

For secure communication, VCS components acquire credentials from the
authentication broker that is configured on the local system. In VCS 6.0 and later,
a root and authentication broker is automatically deployed on each node when a
secure cluster is configured. The acquired certificate is used during authentication
and is presented to clients for the SSL handshake.

VCS and its components specify the account name and the domain in the following
format:

= HAD Account

name = HAD
domain = VCS SERVICES@Cluster UUID

= CmdServer

name = CMDSERVER

domain = VCS SERVICES@Cluster UUID
= Wide-area connector

name = WAC GCO_(systemname)
domain = HA SERVICESQ (fully qualified system name)

Components for administering VCS
VCS provides several components to administer clusters.

Table 1-3 describes the components that VCS provides to administer clusters:
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VCS components to administer clusters

VCS components

Description

VCS Cluster
Management
Console

A Web-based graphical user interface for monitoring and administering
the cluster.

Install the VCS Cluster Management Console on cluster nodes to
manage a single cluster.

Install the VCS Cluster Management Console on a management server
outside the cluster to manage multiple clusters.

See the Veritas Cluster Server Management Console Implementation
Guide for more information.

Veritas Operations
Manager

A Web-based graphical user interface for monitoring and administering
the cluster.

Install the Veritas Operations Manager on a management server outside
the cluster to manage multiple clusters.

See the Veritas Operations Manager documentation for more
information.

Cluster Manager
(Java console)

A cross-platform Java-based graphical user interface that provides
complete administration capabilities for your cluster. The console runs
on any system inside or outside the cluster, on any operating system
that supports Java.

See “About the Cluster Manager (Java Console)” on page 101.

VCS command line
interface (CLI)

The VCS command-line interface provides a comprehensive set of
commands for managing and administering the cluster.

See “About administering VCS from the command line” on page 182.

Putting the pieces together

In the following example, a two-node cluster shares directories to clients. Both
nodes are connected to shared storage, which enables them access to the
directories that are being shared. A single service group, "FileShare_Group," is
configured to fail over between System A and System B. The service group consists
of various resources, each with a different resource type.

The VCS engine,

HAD, reads the configuration file, determines what agents are

required to control the resources in the service group, and starts the agents. HAD
uses resource dependencies to determine the order in which to bring the resources
online. VCS issues online commands to the corresponding agents in the correct

order.
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Figure 1-4 shows the dependency graph for the service group FileShare_Group.

Figure 1-4 Dependency graph for the service group FileShare_Group
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In this configuration, HAD starts agents for the disk group, mount, share, NIC, and
IP on all systems configured to run FileShare_Group.

The resource dependencies are configured as follows:

= The MountV resource requires that the VMDg resource is online before you
bring it online. The FileShare resource requires that the MountV resource is
online before you bring it online.

= The IP resource requires that the NIC resource is online before you bring it
online. The NIC resource is a persistent resource and does not need to be
started.

= The Lanman resource requires that the FileShare and IP resources are online
before you can bring them online.

You can configure the service group to start automatically on either node in the
preceding example. It then can move or fail over to the second node on command
or automatically if the first node fails. On failover or relocation, to make the resources
offline on the first node, VCS begins at the top of the graph. When it starts them on
the second node, it begins at the bottom.



About cluster topologies

This chapter includes the following topics:
= Basic failover configurations
= About advanced failover configurations

= Cluster topologies and storage configurations

Basic failover configurations

The basic failover configurations include asymmetric, symmetric, and N-to-1.

Asymmetric or active / passive configuration

In an asymmetric configuration, an application runs on a primary, or master, server.
A dedicated redundant server is present to take over on any failure. The redundant
server is not configured to perform any other functions.

Figure 2-1 shows failover within an asymmetric cluster configuration, where a
database application is moved, or failed over, from the master to the redundant
server.
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Figure 2-1 Asymmetric failover
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This configuration is the simplest and most reliable. The redundant server is on
stand-by with full performance capability. If other applications are running, they
present no compatibility issues.

|

Symmetric or active / active configuration

In a symmetric configuration, each server is configured to run a specific application
or service and provide redundancy for its peer. In this example, each server runs
one application service group. When a failure occurs, the surviving server hosts
both application groups.

Figure 2-2 shows failover within a symmetric cluster configuration.

Figure 2-2 Symmetric failover
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Symmetric configurations appear more efficient in terms of hardware utilization. In
the asymmetric example, the redundant server requires only as much processor
power as its peer. On failover, performance remains the same. In the symmetric
example, the redundant server requires adequate processor power to run the
existing application and the new application it takes over.
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Further issues can arise in symmetric configurations when multiple applications
that run on the same system do not co-exist properly. Some applications work well
with multiple copies started on the same system, but others fail. Issues also can
arise when two applications with different I/O and memory requirements run on the
same system.

About N-to-1 configuration

An N-to-1 failover configuration reduces the cost of hardware redundancy and still
provides a potential, dedicated spare. In an asymmetric configuration no performance
penalty exists. No issues exist with multiple applications running on the same
system; however, the drawback is the 100 percent redundancy cost at the server
level.

Figure 2-3 shows an N to 1 failover configuration.

Figure 2-3 N-to-1 configuration
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An N-to-1 configuration is based on the concept that multiple, simultaneous server
failures are unlikely; therefore, a single redundant server can protect multiple active
servers. When a server fails, its applications move to the redundant server. For
example, in a 4-to-1 configuration, one server can protect four servers. This
configuration reduces redundancy cost at the server level from 100 percent to 25
percent. In this configuration, a dedicated, redundant server is cabled to all storage
and acts as a spare when a failure occurs.

The problem with this design is the issue of failback. When the failed server is
repaired, you must manually fail back all services that are hosted on the failover
server to the original server. The failback action frees the spare server and restores
redundancy to the cluster.

Figure 2-4 shows an N to 1 failover requiring failback.
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Figure 2-4 N-to-1 failover requiring failback
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Most shortcomings of early N-to-1 cluster configurations are caused by the limitations
of storage architecture. Typically, it is impossible to connect more than two hosts
to a storage array without complex cabling schemes and their inherent reliability
problems, or expensive arrays with multiple controller ports.

About advanced failover configurations

Advanced failover configuration for VCS include N + 1 and N-to-N configurations.

About the N + 1 configuration

With the capabilities introduced by storage area networks (SANs), you cannot only
create larger clusters, you can also connect multiple servers to the same storage.

Figure 2-5 shows an N+1 cluster failover configuration.

Figure 2-5 N+1 configuration
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A dedicated, redundant server is no longer required in the configuration. Instead
of N-to-1 configurations, you can use an N+1 configuration. In advanced N+1
configurations, an extra server in the cluster is spare capacity only.

When a server fails, the application service group restarts on the spare. After the
server is repaired, it becomes the spare. This configuration eliminates the need for
a second application failure to fail back the service group to the primary system.
Any server can provide redundancy to any other server.

Figure 2-6 shows an N+1 cluster failover configuration requiring failback.

Figure 2-6 N+1 cluster failover configuration requiring failback
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About the N-to-N configuration

An N-to-N configuration refers to multiple service groups that run on multiple servers,
with each service group capable of being failed over to different servers. For
example, consider a four-node cluster in which each node supports three critical
database instances.

Figure 2-7 shows an N to N cluster failover configuration.
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Figure 2-7 N-to-N configuration
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If any node fails, each instance is started on a different node. this action ensures
that no single node becomes overloaded. This configuration is a logical evolution
of N + 1; it provides cluster standby capacity instead of a standby server.

N-to-N configurations require careful testing to ensure that all applications are
compatible. You must specify a list of systems on which a service group is allowed
to run in the event of a failure.

Cluster topologies and storage configurations

The commonly-used cluster topologies include the following:
= Shared storage clusters

s Campus clusters

= Shared nothing clusters

= Replicated data clusters

s Global clusters

About basic shared storage cluster

In this configuration, a single cluster shares access to a storage device, typically
over a SAN. You can only start an application on a node with access to the required
storage. For example, in a multi-node cluster, any node that is designated to run a
specific database instance must have access to the storage where the database’s
tablespaces, redo logs, and control files are stored. Such a shared disk architecture
is also the easiest to implement and maintain. When a node or application fails, all
data that is required to restart the application on another node is stored on the
shared disk.

Figure 2-8 shows a shared disk architecture for a basic cluster.
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Figure 2-8 Shared disk architecture for basic cluster

About campus, or metropolitan, shared storage cluster

In a campus environment, you use VCS and Veritas Volume Manager to create a
cluster that spans multiple datacenters or buildings. Instead of a single storage
array, data is mirrored between arrays by using Veritas Volume Manager. This
configuration provides synchronized copies of data at both sites. This procedure is
identical to mirroring between two arrays in a datacenter; only now it is spread over
a distance.

Figure 2-9 shows a campus shared storage cluster.

Figure 2-9 Campus shared storage cluster
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A campus cluster requires two independent network links for heartbeat, two storage
arrays each providing highly available disks, and public network connectivity between
buildings on same IP subnet. If the campus cluster setup resides on different subnets
with one for each site, then use the VCS Lanman agent to handle the network
changes or issue the DNS changes manually.

About shared nothing clusters

Systems in shared nothing clusters do not share access to disks; they maintain
separate copies of data. VCS shared nothing clusters typically have read-only data
stored locally on both systems. For example, a pair of systems in a cluster that
includes a critical Web server, which provides access to a backend database. The
Web server runs on local disks and does not require data sharing at the Web server
level.

Figure 2-10 shows a shared nothing cluster.

Figure 2-10 Shared nothing cluster

About replicated data clusters

In a replicated data cluster no shared disks exist. Instead, a data replication product
synchronizes copies of data between nodes or sites. Replication can take place at
the application, host, and storage levels. Application-level replication products, such
as Oracle DataGuard, maintain consistent copies of data between systems at the
SQL or database levels. Host-based replication products, such as Veritas Volume
Replicator, maintain consistent storage at the logical volume level. Storage-based
or array-based replication maintains consistent copies of data at the disk or RAID
LUN level.

Figure 2-11 shows a hybrid shared storage and replicated data cluster, in which
different failover priorities are assigned to nodes according to particular service
groups.
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Figure 2-11 Shared storage replicated data cluster
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You can also configure replicated data clusters without the ability to fail over locally,
but this configuration is not recommended.

See “ How VCS replicated data clusters work” on page 517.

About global clusters

A global cluster links clusters at separate locations and enables wide-area failover
and disaster recovery.

Local clustering provides local failover for each site or building. Campus and
replicated cluster configurations offer protection against disasters that affect limited
geographic regions. Large scale disasters such as major floods, hurricanes, and
earthquakes can cause outages for an entire city or region. In such situations, you
can ensure data availability by migrating applications to sites located considerable
distances apart.

Figure 2-12 shows a global cluster configuration.
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Figure 2-12 Global cluster
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In a global cluster, if an application or a system fails, the application is migrated to
another system within the same cluster. If the entire cluster fails, the application is
migrated to a system in another cluster. Clustering on a global level also requires
the replication of shared data to the remote site.

See “ How VCS global clusters work” on page 452.



VCS configuration concepts

This chapter includes the following topics:
= About configuring VCS

= VCS configuration language

= About the main.cf file

= About the types.cf file

= About VCS attributes

= VCS keywords and reserved words

s VCS environment variables

About configuring VCS

When you configure VCS, you convey to the VCS engine the definitions of the
cluster, service groups, resources, and dependencies among service groups and
resources.

VCS uses the following two configuration files in a default configuration:

=  main.cf
Defines the cluster, including services groups and resources.

= types.cf
Defines the resource types.

By default, both files reside in the following directory:
$VCS_HOME%\conf\config

Additional files that are similar to types.cf may be present if you enabled agents
such as Oracletypes.cf.
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In a VCS cluster, the first system to be brought online reads the configuration file

and creates an internal (in-memory) representation of the configuration. Systems
that are brought online after the first system derive their information from systems
that are in the cluster.

You must stop the cluster if you need to modify the files manually. Changes made
by editing the configuration files take effect when the cluster is restarted. The node
where you made the changes should be the first node to be brought back online.

VCS configuration language

The VCS configuration language specifies the makeup of service groups and their
associated entities, such as resource types, resources, and attributes. These
specifications are expressed in configuration files, whose names contain the suffix
.cf.

Several ways to generate configuration files are as follows:

= Use the Web-based Cluster Management Console.

= Use the Web-based Veritas Operations Manager.

= Use Cluster Manager (Java Console).

= Use the command-line interface.

= [f VCS is not running, use a text editor to create and modify the files.

= Use the VCS simulator on a Windows system to create the files.

About the main.cf file

The format of the main.cf file comprises include clauses and definitions for the
cluster, systems, service groups, and resources. The main.cf file also includes
service group and resource dependency clauses.

Table 3-1 describes some of the components of the main.cf file:
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Table 3-1 Components of the main.cf file

Components of main.cf
file

Description

Include clauses

Include clauses incorporate additional configuration files into
main.cf. These additional files typically contain type definitions,
including the types.cf file. Typically, custom agents add type
definitions in their own files.

include "types.cf"

See “Including multiple .cf files in main.cf” on page 58.

Cluster definition

Defines the attributes of the cluster, the cluster name and the
names of the cluster users.

cluster demo (
UserNames = { admin = cDRpdxPmHzpS }
)

See “Cluster attributes” on page 643.

System definition

Lists the systems designated as part of the cluster. The
system names must match the name returned by the
command uname -a.

Each service group can be configured to run on a subset of
systems defined in this section.

system Serverl
system Server2

See System attributes on page 634.

Service group definition

Service group definitions in main.cf comprise the attributes
of a particular service group.

group FileShare Group (
SystemList = { SystemA, SystemB }
AutoStartList = { SystemA }
)

See “Service group attributes” on page 614.

See “About the SystemList attribute” on page 57.
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Table 3-1 Components of the main.cf file (continued)

Components of main.cf | Description
file

Resource definition Defines each resource that is used in a particular service
group. You can add resources in any order. The utility hacf
arranges the resources alphabetically the first time the
configuration file is run.

NIC NIC_resource (
MACAddress @ systeml= "02-B0-D0-D1-88-0E"
MACAddress @ system2= "50-B0-D0-D1-88-23"

Resource dependency clause | Defines a relationship between resources. A dependency is
indicated by the keyword requires between two resource
names.

IP resource requires NIC resource

See “About resources and resource dependencies”
on page 32.

Service group dependency | To configure a service group dependency, place the keyword
clause requires in the service group declaration of the main.cf file.
Position the dependency clause before the resource
dependency specifications and after the resource declarations.

requires group x group y
<dependency category>
<dependency location>
<dependency rigidity>

See “About service group dependencies” on page 404.

Note: Sample configurations for components of global clusters are listed separately.

See “ VCS global clusters: The building blocks” on page 453.

About the SystemList attribute

The SystemlList attribute designates all systems where a service group can come
online. By default, the order of systems in the list defines the priority of systems
that are used in a failover. For example, the following definition configures SystemA
to be the first choice on failover, followed by SystemB, and then by SystemC.
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SystemList = { SystemA, SystemB, SystemC }

You can assign system priority explicitly in the SystemList attribute by assigning
numeric values to each system name. For example:

SystemList = { SystemA = 0, SystemB = 1, SystemC = 2 }

If you do not assign numeric priority values, VCS assigns a priority to the system
without a number by adding 1 to the priority of the preceding system. For example,
if the SystemList is defined as follows, VCS assigns the values SystemA = 0,
SystemB = 2, SystemC = 3.

SystemList = { SystemA, SystemB = 2, SystemC }
Note that a duplicate numeric priority value may be assigned in some situations:
SystemList = { SystemA, SystemB=0, SystemC }

The numeric values assigned are SystemA = 0, SystemB = 0, SystemC = 1.

To avoid this situation, do not assign any numbers or assign different numbers to
each system in SystemList.

Initial configuration

When VCS is installed, a basic main.cf configuration file is created with the cluster
name, systems in the cluster, and a Cluster Manager user named admin with the
password password.

The following is an example of the main.cf for cluster demo and systems SystemA
and SystemB.

include "types.cf"

cluster demo (

UserNames = { admin = cDRpdxPmHzpS }
)

system SystemA (

)

system SystemB (

)

Including multiple .cf files in main.cf

You may choose include several configuration files in the main.cf file. For example:
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include "applicationtypes.cf"
include "listofsystems.cf"

include "applicationgroup.cf"

If you include other .cf files in main.cf, the following considerations apply:

= Resource type definitions must appear before the definitions of any groups that
use the resource types.
In the following example, the applicationgroup.cf file includes the service group
definition for an application. The service group includes resources whose
resource types are defined in the file applicationtypes.cf. In this situation, the
applicationtypes.cf file must appear first in the main.cf file.
For example:

include "applicationtypes.cf"

include "applicationgroup.cf"

= If you define heartbeats outside of the main.cf file and include the heartbeat
definition file, saving the main.cf file results in the heartbeat definitions getting
added directly to the main.cf file.

About the types.cf file

The types.cf file describes standard resource types to the VCS engine; specifically,
the data required to control a specific resource.

The types definition performs the following two important functions:

= Defines the type of values that may be set for each attribute.
In the following IP example, the Address attribute is classified as str, or string.
See “About attribute data types” on page 61.

» Defines the parameters that are passed to the VCS engine through the ArgList
attribute. The line static str ArgList[] = { xxx, yyy, zzz } defines the order in which
parameters are passed to the agents for starting, stopping, and monitoring
resources.

The types.cf file describes standard resource types to the VCS engine; specifically,
the data required to control a specific resource.

type IP (
static il18nstr ArglList[] = { Address, SubNetMask,
MACAddress}
str Address
str SubNetMask
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str MACAddress
)

For another example, review the following main.cf and types.cf files that represent
an IP resource:

= The high-availability address is configured on the interface defined by the
Address attribute.

= The IP address is enclosed in double quotes because the string contains periods.
See “About attribute data types” on page 61.

= The VCS engine passes the identical arguments to the IP agent for online,
offline, clean, and monitor. It is up to the agent to use the arguments that it
requires. All resource names must be unique in a VCS cluster.

main.cf for Windows:

IP IP resource (
Address = "192.168.1.201"
SubNetMask = "255.255.254.0"
MACAddress @ systeml= "02-B0O-D5-D1-88-0E"
MACAddress @ system2= "04-B0O-D0O-D1-88-43"
)

types.cf for Windows:

type IP (
static il8nstr ArglList[] = { Address, SubNetMask,
MACAddress}
str Address
str SubNetMask
str MACAddress

About VCS attributes

VCS components are configured by using attributes. Attributes contain data about
the cluster, systems, service groups, resources, resource types, agent, and
heartbeats if you use global clusters. For example, the value of a service group’s
SystemList attribute specifies on which systems the group is configured and the
priority of each system within the group. Each attribute has a definition and a value.
Attributes also have default values assigned when a value is not specified.
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VCS supports the following data types for attributes:

String

Integer

Boolean

A string is a sequence of characters that is enclosed by double quotes.
A string can also contain double quotes, but the quotes must be
immediately preceded by a backslash. A backslash is represented in
a string as \\. Quotes are not required if a string begins with a letter,
and contains only letters, numbers, dashes (-), and underscores (_).

VCS also supports UTF-8 encoded values for some attributes.
See “Localizable attributes” on page 63.
Signed integer constants are a sequence of digits from 0 to 9. They

may be preceded by a dash, and are interpreted in base 10. Integers
cannot exceed the value of a 32-bit signed integer: 21471183247.

A boolean is an integer, the possible values of which are 0 (false) and
1 (true).

About attribute dimensions

VCS attributes have the following dimensions:

Scalar

Vector

Keylist

A scalar has only one value. This is the default dimension.

A vector is an ordered list of values. Each value is indexed by using a
positive integer beginning with zero. Use a comma (,) or a semi-colon
(;) to separate values. A set of brackets ([]) after the attribute name
denotes that the dimension is a vector.

For example, an agent’s ArgList is defined as:

static str ArgList[] = { Address, SubNetMask,
MACAddress }

A keylist is an unordered list of strings, and each string is unique within
the list. Use a comma (,) or a semi-colon (;) to separate values.

For example, to designate the list of systems on which a service group
will be started with VCS (usually at system boot):

AutoStartlList = {SystemA; SystemB; SystemC}
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An association is an unordered list of name-value pairs. Use a comma
(,) or a semi-colon (;) to separate values.

A set of braces ({}) after the attribute name denotes that an attribute is
an association.

For example, to associate the average time and timestamp values with
an attribute:

str MonitorTimeStats{} = { Avg = "0", TS = "" }

About attributes and cluster objects

VCS has the following types of attributes, depending on the cluster object the
attribute applies to:

Cluster attributes

Service group
attributes

System attributes

Attributes that define the cluster.

For example, ClusterName and ClusterAddress.

Attributes that define a service group in the cluster.

For example, Administrators and ClusterList.

Attributes that define the system in the cluster.

For example, Capacity and Limits.
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Resource type Attributes that define the resource types in VCS.

attributes These resource type attributes can be further classified as:

= Type-independent
Attributes that all agents (or resource types) understand. Examples:
RestartLimit and Monitorinterval; these can be set for any resource
type.
Typically, these attributes are set for all resources of a specific type.
For example, setting Monitorinterval for the IP resource type affects
all IP resources.

= Type-dependent
Attributes that apply to a particular resource type. These attributes
appear in the type definition file (types.cf) for the agent.
Example: The Address attribute applies only to the IP resource type.
Attributes defined in the file types.cf apply to all resources of a
particular resource type. Defining these attributes in the main.cf file
overrides the values in the types.cf file for a specific resource.
For example, if you set StartVolumes = 1 for the DiskGroup types.cf,
it sets StartVolumes to True for all DiskGroup resources, by default.
If you set the value in main.cf , it overrides the value on a
per-resource basis.

= Static
These attributes apply for every resource of a particular type. These
attributes are prefixed with the term static and are not included in
the resource’s argument list. You can override some static attributes
and assign them resource-specific values.

See “Overriding resource type static attributes” on page 218.

Resource Attributes that define a specific resource.

attributes Some of these attributes are type-independent. For example, you can

configure the Critical attribute for any resource.

Some resource attributes are type-dependent. For example, the Address
attribute defines the IP address that is associated with the IP resource.
These attributes are defined in the main.cf file.

Localizable attributes

VCS supports UTF-8 encoded localized values for some attributes. These attributes
are identified by the i18nstr keyword in the type definition file types.cf.

For example, in the FileOnOff agent, the attribute PathName is a localizable attribute.

type FileOnOff (
static il8nstr ArglList[] = { PathName }
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il8nstr PathName
)

You can add a localizable string attribute by using the haattr -add -i18nstring
command.

Attribute scope across systems: global and local attributes

An attribute whose value applies to all systems is global in scope. An attribute
whose value applies on a per-system basis is local in scope. The at operator (@)
indicates the system to which a local value applies.

An example of local attributes can be found in the IP resource type where Mac
addresses and routing options are assigned per machine.

IP IP resource (
Address = "192.168.1.201"
SubNetMask = "255.255.254.0"
MACAddress @ systeml= "02-B1-D5-D1-88-0E"
MACAddress @ system2= "04-B0-D0-D1-88-43"
)

About attribute life: temporary attributes

You can define temporary attributes in the types.cf file. The values of temporary
attributes remain in memory as long as the VCS engine (HAD) is running. Values
of temporary attributes are not available when HAD is restarted. These attribute
values are not stored in the main.cf file.

You cannot convert temporary attributes to permanent attributes and vice-versa.
When you save a configuration, VCS saves temporary attributes and their default
values in the file types.cf.

The scope of these attributes can be local to a node or global across all nodes in
the cluster. You can define local attributes even when the node is not part of a
cluster.

You can define and modify these attributes only while VCS is running.

See “Adding, deleting, and modifying resource attributes” on page 211.

Size limitations for VCS objects
The following VCS objects are restricted to 1024 bytes.
= Service group names

= Resource names



= Resource type names
s User names

= Attribute names
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VCS passwords are restricted to 255 characters. You can enter a password of

maximum 255 characters.

VCS keywords and reserved words

Following is a list of VCS keywords and reserved words. Note that they are

VCS environment variables

case-sensitive.

action false
after firm
ArglListValues global
before group
boolean Group
cluster hard
Cluster heartbeat
condition int

ConfidencelLevel IState

event keylist

local

offline
online
MonitorOnly
Name
NameRule
Path

Probed
remote

remotecluster

Table 3-2 lists VCS environment variables.

Table 3-2 VCS environment variables

requires
resource
set
Signaled
soft

start
Start
state
State

static

stop
str
system
System
temp
type

Type

Environment Variable

Definition and Default Value

PERLSLIB

Root directory for Perl executables. (applicable only for Windows)

Default: Install Drive:\Program Files\VERITAS\cluster servenlib\perl5.
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Table 3-2 VCS environment variables (continued)

Environment Variable

Definition and Default Value

VCS_CONF

Root directory for VCS configuration files.
Default: Install Drive:\Program Files\VERITAS\cluster server\conficonfig

Note: If this variable is added or modified, you must reboot the system to apply the
changes.

VCS_DEBUG_LOG_TAGS

Enables debug logs for the VCS engine, VCS agents, and HA commands. You must
set VCS_DEBUG_LOG_TAGS before you start HAD or before you execute HA
commands.

You can also export the variable from the /opt/VRTSvcs/bin/vecsenv file.

VCS_DOMAIN

The Security domain in which users are configured.
The Security domain to which the VCS users belong.

Symantec Product Authentication Service uses this environment variable to authenticate
VCS users on a remote host.

Default: Fully qualified host name of the remote host as defined in the VCS_HOST
environment variable or in the .vcshost file.

VCS_DOMAINTYPE

Type of domain: unixpwd, nt, nis, nisplus, or vx.
The type of Security domain such as unixpwd, nt, nis, nisplus, Idap, or vx.

Symantec Product Authentication Service uses this environment variable to authenticate
VCS users on a remote host.

Default: unixpwd

VCS_DIAG

Directory where VCS dumps HAD cores.

VCS_ENABLE_LDF

Designates whether or not log data files (LDFs) are generated. If set to 1, LDFs are
generated. If set to 0, they are not.

VCS_HOME Root directory for VCS executables.
Default: Install Drive:\Program Files\VERITAS\cluster server\
VCS_HOST VCS node on which ha commands will be run.

VCS_GAB_PORT

GAB port to which VCS connects.
Default: h
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Table 3-2 VCS environment variables (continued)

Environment Variable

Definition and Default Value

VCS_GAB_TIMEOUT

Timeout in milliseconds for HAD to send heartbeats to GAB.
Default: 30000 (denotes 30 seconds)
Range: 30000 to 300000 (denotes 30 seconds to 300 seconds)

If you set VCS_GAB_TIMEOUT to a value outside the range, the value is automatically
reset to 30000 or 300000, depending on the proximity of the value to either the lower
limit or upper limit of the range. For example, the value is reset to 30000 if you specify
22000 and to 300000 if you specify 400000.

Note: If the specified timeout is exceeded, GAB kills HAD, and all active service groups
on system are disabled.

VCS_GAB_RMTIMEOUT

Timeout in milliseconds for HAD to register with GAB.
Default: 200000 (denotes 200 seconds)

If you set VCS_GAB_RMTIMEOUT to a value less than 200000, the value is
automatically reset to 200000.

See “About registration monitoring” on page 530.

VCS_GAB_RMACTION

Controls the GAB behavior when VCS_GAB_RMTIMEOUT exceeds.
You can set the value as follows:

= panic—GAB panics the system
s SYSLOG—GAB logs an appropriate message

Default: SYSLOG

See “About registration monitoring” on page 530.

VCS_HAD_RESTART
TIMEOUT

Set this variable to designate the amount of time the hashadow process waits (sleep
time) before restarting HAD.

Default: 0

VCS_LOG

Root directory for log files and temporary files.
Default: Install Drive:\Program Files\VERITAS\cluster server\

Note: If this variable is added or modified, you must reboot the system to apply the
changes.

VCS_SERVICE

Name of configured VCS service.
Default: vcs-app

Note: Before you start the VCS engine (HAD), configure the specified service. If a
service is not specified, the VCS engine starts with port 14141.
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Table 3-2 VCS environment variables (continued)
Environment Variable Definition and Default Value
VCS_TEMP_DIR Directory in which temporary information required by, or generated by, hacf is stored.

Default: Install Drive:\Program Files\VERITAS\cluster server\
This directory is created in /tmp under the following conditions:

» The variable is not set.
» The variable is set but the directory to which it is set does not exist.
= The utility hacf cannot find the default location.
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About the VCS user
privilege model

This chapter includes the following topics:

= About VCS user privileges and roles

= How administrators assign roles to users

= User privileges for OS user groups for clusters running in secure mode

= VCS privileges for users with multiple roles

About VCS user privileges and roles

Cluster operations are enabled or restricted depending on the privileges with which
you log on. VCS has three privilege levels: Administrator, Operator, and Guest.
VCS provides some predefined user roles; each role has specific privilege levels.
For example, the role Guest has the fewest privileges and the role Cluster
Administrator has the most privileges.

See “About administration matrices” on page 581.

VCS privilege levels

Table 4-1 describes the VCS privilege categories.

Table 4-1 VCS privileges

VCS privilege Privilege description
levels

Administrators Can perform all operations, including configuration
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Table 4-1 VCS privileges (continued)
VCS privilege Privilege description
levels
Operators Can perform specific operations on a cluster or a service group.
Guests Can view specified objects.

User roles in VCS

Table 4-2 lists the predefined VCS user roles, with a summary of their associated

privileges.
Table 4-2 User role and privileges

User Role Privileges

Cluster Cluster administrators are assigned full privileges. They can make
administrator configuration read-write, create and delete groups, set group

dependencies, add and delete systems, and add, modify, and delete
users. All group and resource operations are allowed. Users with Cluster
administrator privileges can also change other users’ privileges and
passwords.

To stop a cluster, cluster administrators require administrative privileges
on the local system.

Note: Cluster administrators can change their own and other users’
passwords only after they change the configuration to read or write
mode.

Cluster administrators can create and delete resource types.

Cluster operator Cluster operators can perform all cluster-level, group-level, and
resource-level operations, and can modify the user’s own password
and bring service groups online.

Note: Cluster operators can change their own passwords only if
configuration is in read or write mode. Cluster administrators can change
the configuration to the read or write mode.

Users with this role can be assigned group administrator privileges for
specific service groups.

Group Group administrators can perform all service group operations on
administrator specific groups, such as bring groups and resources online, take them
offline, and create or delete resources. Additionally, users can establish
resource dependencies and freeze or unfreeze service groups. Note
that group administrators cannot create or delete service groups.
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Table 4-2 User role and privileges (continued)

User Role Privileges

Group operator Group operators can bring service groups and resources online and
take them offline. Users can also temporarily freeze or unfreeze service
groups.

Cluster guest Cluster guests have read-only access to the cluster, which means that
they can view the configuration, but cannot change it. They can modify
their own passwords only if the configuration is in read or write mode.
They cannot add or update users. Additionally, users with this privilege
can be assigned group administrator or group operator privileges for
specific service groups.

Note: By default, newly created users are assigned cluster guest
permissions.

Group guest Group guests have read-only access to the service group, which means
that they can view the configuration, but cannot change it. The group
guest role is available for clusters running in secure mode.

Hierarchy in VCS roles

Figure 4-1 shows the hierarchy in VCS and how the roles overlap with one another.

Figure 4-1 VCS roles

Cluster Administrator

Clust:r Guest

|
|
|
| includes privileges fo

‘) Group Administrator

includes privileges for Gr OY‘ pGuest

For example, cluster administrator includes privileges for group administrator, which
includes privileges for group operator.

User privileges for CLI commands

Users logged with administrative or root privileges are granted privileges that exceed
those of cluster administrator, such as the ability to start and stop a cluster.
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User privileges in global clusters

VCS permits a cross-cluster online or offline operation only if the user initiating the
operation has one of the following privileges:

= Group administrator or group operator privileges for the group on the remote
cluster

= Cluster administrator or cluster operator privileges on the remote cluster

VCS permits a cross-cluster switch operation only if the user initiating the operation
has the following privileges:

= Group administrator or group operator privileges for the group on both clusters

» Cluster administrator or cluster operator privileges on both clusters

User privileges for clusters that run in secure mode
In secure mode, VCS assigns guest privileges to all native users.

When you assign privileges for clusters running in secure mode, you must specify
fully-qualified user names, in the format username@domain.

Note: User names provided in the domain\username orusername@domain.com
formats do not work.

User names provided in the domain\username orusername@domain.com
formats are saved when you enter them, but they do not work.

You cannot assign or change passwords for users that use VCS when VCS runs
in secure mode.

How administrators assign roles to users

To assign a role to a user, an administrator performs the following tasks:
= Adds a user to the cluster, if the cluster is not running in secure mode.
= Assigns a role to the user.

= Assigns the user a set of objects appropriate for the role. For clusters that run
in secure mode, you also can add a role to an operating system user group.
See “User privileges for OS user groups for clusters running in secure mode”
on page 74.



About the VCS user privilege model | 74
User privileges for OS user groups for clusters running in secure mode

For example, an administrator may assign a user the group administrator role for
specific service groups. Now, the user has privileges to perform operations on the
specific service groups.

You can manage users and their privileges from the command line or from the
graphical user interface.

See “About managing VCS users from the command line” on page 191.

See “Administering user profiles” on page 131.

User privileges for OS user groups for clusters running
in secure mode

For clusters that run in secure mode, you can assign privileges to native users
individually or at an operating system (OS) user group level.

For example, you may decide that all users that are part of the OS administrators
group get administrative privileges to the cluster or to a specific service group.
Assigning a VCS role to a user group assigns the same VCS privileges to all
members of the user group, unless you specifically exclude individual users from
those privileges.

When you add a user to an OS user group, the user inherits VCS privileges assigned
to the user group.

Assigning VCS privileges to an OS user group involves adding the user group in
one (or more) of the following attributes:

» AdministratorGroups—for a cluster or for a service group.
»  OperatorGroups—for a cluster or for a service group.
For example, user Tom belongs to an OS user group: OSUserGroup1.

Table 4-3 shows how to assign VCS privileges. FQDN denotes the fully qualified
domain name in these examples.

Table 4-3 To assign user privileges

To assign At an individual level, configure | To the OS user group, configure
privileges attribute attribute

Cluster cluster (Administrators = cluster (AdministratorGroups =

administrator

{tom@FQDN})

{OSUserGroup1@FQDN})

Cluster operator

cluster (Operators = {tom@FQDN})

cluster (OperatorGroups =
{OSUserGroup1@FQDN})
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To assign user privileges (continued)

To assign
privileges

At an individual level, configure
attribute

To the OS user group, configure
attribute

Cluster guest

Cluster (Guests = {tom@FQDN})

Not applicable

Group
administrator

group group_name (Administrators
= {tom@FQDN})

group group_name
(AdministratorGroups =
{OSUserGroup1@FQDN})

Group operator

group group_name (Operators =
{tom@FQDN})

group group_name
(OperatorGroups =
{OSUserGroup1@FQDN})

Group guest

Cluster (Guests = {tom@FQDN})

Not applicable

VCS privileges for users with multiple roles

Table 4-4 describes how VCS assigns privileges to users with multiple roles. The
scenarios describe user Tom who is part of two OS user groups: OSUserGroup1
and OSUserGroup?2.

Table 4-4

VCS privileges for users with multiple roles

Situation and rule

Roles assigned in the VCS
configuration

Privileges that VCS grants
Tom

Situation: Multiple roles at
an individual level.

Rule: VCS grants highest
privileges (or a union of all
the privileges) to the user.

Tom: Cluster administrator

Tom: Group operator

Cluster administrator.

Situation: Roles at an
individual and OS user
group level (secure clusters
only).

Rule: VCS gives
precedence to the role
granted at the individual
level.

Tom: Group operator

OSUserGroup1: Cluster
administrator

Group operator
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Table 4-4 VCS privileges for users with multiple roles (continued)

Situation and rule Roles assigned in the VCS | Privileges that VCS grants
configuration Tom

Situation: Different roles for | OSUserGroup1: Cluster Cluster administrator

different OS user groups | administrators

(secure clusters only). OSUserGroup2: Cluster

Rule: VCS grants the operators
highest privilege (or a union
of all privileges of all user
groups) to the user.

Situation: Roles at an OSUserGroup1: Cluster Group operator
individual and OS user administrators
group level (secure clusters

OSUserGroup2: Cluster
only).
operators
Rule: VCS gives
precedence to the role
granted at the individual

level.

Tom: Group operator

You can use this behavior
to exclude specific users
from inheriting VCS
privileges assigned to their
OS user groups.




Getting started with VCS

This chapter includes the following topics:
» Configuring the cluster using the Cluster Configuration Wizard

= About configuring a cluster from the command line

Configuring the cluster using the Cluster
Configuration Wizard

After installing the software, set up the components required to run Veritas Cluster
Server. The VCS Cluster Configuration Wizard (VCW) sets up the cluster
infrastructure, including LLT and GAB, the user account for the VCS Helper service,
and provides an option for configuring the VCS Authentication Service in the cluster.
The wizard also configures the ClusterService group, which contains resources for
notification and global clusters (GCO). You can also use VCW to modify or delete
cluster configurations.

Note: After configuring the cluster you must not change the names of the nodes
that are part of the cluster. If you wish to change a node name, run VCW to remove
the node from the cluster, rename the system, and then run VCW again to add that
system to the cluster.

Note the following prerequisites before you proceed:

» The required network adapters, and SCSI controllers are installed and connected
to each system.
To prevent lost heartbeats on the private networks, and to prevent VCS from
mistakenly declaring a system down, Symantec recommends disabling the
Ethernet auto-negotiation options on the private network adapters. Contact the
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NIC manufacturer for details on this process. Symantec recommends removing
Internet Protocol TCP/IP from private NICs to lower system overhead.

Verify that the public network adapters on each node use static IP addresses
(DHCP is not supported) and name resolution is configured for each node.

Symantec recommends that you use three network adapters (two NICs
exclusively for the VCS private network and one for the public network) per
system. You can implement the second private link as a low-priority link over a
public interface. Route each private NIC through a separate hub or switch to
avoid single points of failure. Symantec recommends that you disable TCP/IP
from private NICs to lower system overhead.

Note: If you wish to use Windows NIC teaming, you must select the Static
Teaming mode. Only the Static Teaming mode is currently supported.

Use independent hubs or switches for each VCS communication network (GAB
and LLT). You can use cross-over Ethernet cables for two-node clusters. GAB
supports hub-based or switch network paths, or two-system clusters with direct
network links.

Verify the DNS settings for all systems on which SQL will be installed and ensure
that the public adapter is the first adapter in the Connections list.
When enabling DNS name resolution, make sure that you use the public network
adapters, and not those configured for the VCS private network.

The logged on user must have local Administrator privileges on the system
where you run the wizard. The user account must be a domain user account.

The logged on user must have administrative access to all systems selected
for cluster operations. Add the domain user account to the local Administrator
group of each system.

If you plan to create a new user account for the VCS Helper service, the logged
on user must have Domain Administrator privileges or must belong to the Domain
Account Operators group.

When configuring a user account for the VCS Helper service, make sure that
the user account is a domain user. The VCS High Availability Engine (HAD),
which runs in the context of the local system built-in account, uses the VCS
Helper Service user context to access the network. This account does not require
Domain Administrator privileges.

Make sure the VCS Helper Service domain user account has "Add workstations
to domain" privilege enabled in the Active Directory.
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= Verify that each system can access the storage devices and each system
recognizes the attached shared disk.
Use Windows Disk Management on each system to verify that the attached
shared LUNSs (virtual disks) are visible.

= If you plan to set up a disaster recovery (DR) environment, you must configure
the wide-area connector process for global clusters.

= If you are setting up a Replicated Data Cluster configuration, add only the
systems in the primary zone (zone 0) to the cluster, at this time.

To configure a VCS cluster using the wizard

1 Click Start > All Programs > Symantec > Veritas Cluster Server >
Configuration Tools > Cluster Configuration Wizard to start the VCS Cluster
Configuration Wizard.

Read the information on the Welcome panel and click Next.
On the Configuration Options panel, click Cluster Operations and click Next.

On the Domain Selection panel, select or type the name of the domain in which
the cluster resides and select the discovery options.

To discover information about all systems and users in the domain, do the
following:

» Clear Specify systems and users manually.

= Click Next.

Proceed to step 8.
To specify systems and user names manually (recommended for large
domains), do the following:

» Select Specify systems and users manually.

Additionally, you may instruct the wizard to retrieve a list of systems and
users in the domain by selecting appropriate check boxes.

s Click Next.

If you chose to retrieve the list of systems, proceed to step 6. Otherwise,
proceed to the next step.

5 On the System Selection panel, type the name of each system to be added,
click Add, and then click Next.

Do not specify systems that are part of another cluster.

Proceed to step 8.
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On the System Selection panel, specify the systems for the cluster and then
click Next.

Do not select systems that are part of another cluster.

Enter the name of the system and click Add to add the system to the Selected
Systems list, or click to select the system in the Domain Systems list and then
click the > (right-arrow) button.

The System Report panel displays the validation status, whether Accepted or
Rejected, of all the systems you specified earlier. Review the status and then
click Next.

Select the system to see the validation details. If you wish to include a rejected
system, rectify the error based on the reason for rejection and then run the
wizard again.

A system can be rejected for any of the following reasons:

= System is not pingable.

= WMI access is disabled on the system.

= Wizard is unable to retrieve the system architecture or operating system.

= VCS is either not installed on the system or the version of VCS is different
from what is installed on the system on which you are running the wizard.

On the Cluster Configuration Options panel, click Create New Cluster and
then click Next.
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On the Cluster Details panel, specify the details for the cluster and then click

Next.
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- g Yeritas Cluster Server Configuration Wizard

Cluster Details

Enler necessay details to creals the new chister

-

+ Domain Selection

+ WCW Options

¥ Cluster Details
Cluster Selection
Validate Systems
Edit Options
NIC Selection
Service Account
Security
Summary

Finish

Specify the cluster name and cluster D, IF you chose to specily the systerns manually, VEW
does not validate the chister D,

Cluster Name: [Tesl
Chuster |D; |2 |
Operaling 5 pstem: windos 2008 [+54) =

Select the spstems to create the cluster,

Available Systems

[ voswakzrr
WCSW/2K278

Total number of systems selected to create the chuster ; 2

Click 'Next' to continus.

Back Mest

Cancel

Specify the cluster details as follows:

Cluster Name

Cluster ID

Operating System

Type a name for the new cluster. Symantec recommends a
maximum length of 32 characters for the cluster name.

Select a cluster ID from the suggested cluster IDs in the drop-down
list, or type a unique ID for the cluster. The cluster ID can be any

number from 0 to 65535.

Note: If you chose to specify systems and users manually in step
4 or if you share a private network between more than one domain,

make sure that the cluster ID is unique.

From the drop-down list, select the operating system.

All the systems in the cluster must have the same operating system
and architecture. For example, you cannot configure a Windows
Server 2008 and a Windows Server 2008 R2 system in the same

cluster.
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Available Systems Select the systems that you wish to configure in the cluster.

Check the Select all systems check box to select all the systems
simultaneously.

The wizard discovers the NICs on the selected systems. For
single-node clusters with the required number of NICs, the wizard
prompts you to configure a private link heartbeat. In the dialog
box, click Yes to configure a private link heartbeat.

10 The wizard validates the selected systems for cluster membership. After the

11

systems are validated, click Next.

If a system is not validated, review the message associated with the failure
and restart the wizard after rectifying the problem.

If you chose to configure a private link heartbeat in step 9, proceed to the next
step. Otherwise, proceed to step 12.

On the Private Network Configuration panel, configure the VCS private network
and then click Next. You can configure the VCS private network either over
the ethernet or over the User Datagram Protocol (UDP) layer using IPv4 or
IPv6 network.

Do one of the following:

= To configure the VCS private network over ethernet, complete the following
steps:
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- Veritas Cluster Server Configuration Wizard
Private Metwork Configuration -
Select nelwork adaptess for private network communication ;ﬁ?}
.~ Domain Selection Select the adapters for the piivate network. Select a minimur of o and & maximim of eght
adapters per system. VW configures the LLT serace on the selected adapters.
~ WCW Oplions
z & Configuie LLT over Ethemnet
+ Cluster Details
" Configuie LLT aver UDP on [Psvd netvork.
+ Cluster Selection
" Configure LLT over UDP o [Pyv6 network
+ Yalidate Systems
+ Edit Options & VCSWaKZTT
. [ Fivate 1
» NIC Selection B Piivate 2
PFrivate 3
Service Account O
- [1#8 Public
Security o VCSwW2K27s
E# Fiivate 1
Summary (eIl il Pivate 2
[O0%8 Pubic
Finish
Mame:Intel(R)] PRO/1000 MT Dual Port Serves &dapter #2 -
A apter Type:Ethernel B02.3
anufachuerintel
MAC Addres: 00 04:23:40:24.C5 LI
| | H
Click "Nest' to continus,
Back Mext I Cancel

Select Configure LLT over Ethernet.

Select the check boxes next to the two NICs to be assigned to the private
network. You can assign a maximum of eight network links.

Symantec recommends reserving two NICs exclusively for the private
network. However, you could lower the priority of one of the NICs and use
the low-priority NIC for both public and as well as private communication.

If there are only two NICs on a selected system, Symantec recommends
that you lower the priority of at least one NIC that will be used for private
as well as public network communication.

To lower the priority of a NIC, right-click the NIC and select Low Priority
from the pop-up menu.

If your configuration contains teamed NICs, the wizard groups them as "NIC
Group #N" where "N" is a number assigned to the teamed NIC. A teamed
NIC is a logical NIC, formed by grouping several physical NICs together.
AlINICs in a team have an identical MAC address. Symantec recommends
that you do not select teamed NICs for the private network.

The wizard configures the LLT service (over ethernet) on the selected
network adapters.
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= To configure the VCS private network over the User Datagram Protocol
(UDP) layer, complete the following steps:

l; ¥eritas Cluster Server Configuration Wizard

Private Metwork Configuration
Select netwark, adapters for private network communication

+ Domain Selection

Select the adaphers for the prvate network and then specify a UDP link for cach adspler. Select
a rrnimumn of two and & maximuam of eight adapters per system. Verify or sefect (in case of multiple
IP addresses] the required P address.

+ WCW Dptions
{ 20 LLT Ethernet
v Cluster Details AL it K
" Configure LLT over UDP o IPyd netwsork.
+ Cluster Selection
{¥ Corfigue LLT over UDP an IPvE netwark
v ¥alidate Systems y ﬂ
Hircle: | © Address | Link Post
+ Edit Options &) VCawWaK2TT
A E.ﬂ Piivate 1 2001-db2011:54... Link1 50000
P ICSelection -[F1%8 Fuivate 2 2000:dbS0:11:54.. Link2 50001
e RTRTE %8 Public 2001:dbS:0:11:54...
STAIEE SECEN o VCSwWAK2I8
Security i Frivate 1
(LR Firvate 2

Summary L-[O#8 Pubic

Finish
Mame:Intel(R] PRO 000 MT Disal Port Serves Adapter #2 -
adapter Type:Ethernet 8023
M anuéschurerlintel
MAC Address:00:04:23:AC-24.C5 ﬂ
4| | &

Click Next' to continue.

Back | Newt ]

Cancel |

Select Configure LLT over UDP on IPv4 network or Configure LLT over
UDP on IPv6 network depending on the IP protocol that you wish to use.
The IPv6 option is disabled if the network does not support IPv6.

Select the check boxes next to the NICs to be assigned to the private
network. You can assign a maximum of eight network links. Symantec
recommends reserving two NICs exclusively for the VCS private network.

For each selected NIC, verify the displayed IP address. If a selected NIC
has multiple IP addresses assigned, double-click the field and choose the
desired IP address from the drop-down list. In case of IPv4, each IP address
can be in a different subnet.

The IP address is used for the VCS private communication over the specified
UDP port.

Specify a unique UDP port for each of the link. Click Edit Ports if you wish
to edit the UDP ports for the links. You can use ports in the range 49152
to 65535. The default ports numbers are 50000 and 50001 respectively.
Click OK.
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For each selected NIC, double-click the respective field in the Link column
and choose a link from the drop-down list. Specify a different link (Link1 or
Link2) for each NIC. Each link is associated with a UDP port that you
specified earlier.

The wizard configures the LLT service (over UDP) on the selected network
adapters. The specified UDP ports are used for the private network
communication.

12 Onthe VCS Helper Service User Account panel, specify the name of a domain
user for the VCS Helper Service.

The VCS High Availability Engine (HAD), which runs in the context of the local
system built-in account, uses the VCS Helper Service user context to access
the network. This account does not require Domain Administrator privileges.

13

Specify the domain user details as follows:

To specify an existing user, do one of the following:
» Click Existing user and select a user name from the drop-down list.

= If you chose not to retrieve the list of users in step 4, type the user name
in the Specify User field and then click Next.

To specify a new user, click New user and type a valid user name in the
Create New User field and then click Next.

Do not append the domain name to the user name; do not type the user
name as Domain\user or user@domain.

In the Password dialog box, type the password for the specified user and
click OK, and then click Next.

On the Configure Security Service Option panel, specify security options for
the cluster communications and then click Next.

Do one of the following:

To use VCS cluster user privileges, click Use VCS User Privileges and
then type a user name and password.

The wizard configures this user as a VCS Cluster Administrator. In this
mode, communication between cluster nodes and clients, including Cluster
Manager (Java Console), occurs using the encrypted VCS cluster
administrator credentials. The wizard uses the VCSEncrypt utility to encrypt
the user password.

The default user name for the VCS administrator is admin and the password
is password. Both are case-sensitive. You can accept the default user name
and password for the VCS administrator account or type a new name and
password.

Symantec recommends that you specify a new user name and password.
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= To use the single sign-on feature, click Use Single Sign-on.
In this mode, the VCS Authentication Service is used to secure
communication between cluster nodes and clients by using digital certificates
for authentication and SSL to encrypt communication over the public
network. VCS uses SSL encryption and platform-based authentication. The
VCS high availability engine (HAD) and Veritas Command Server run in
secure mode.
The wizard configures all the cluster nodes as root brokers (RB) and
authentication brokers (AB). Authentication brokers serve as intermediate
registration and certification authorities. Authentication brokers have
certificates signed by the root. These brokers can authenticate clients such
as users and services. The wizard creates a copy of the certificates on all
the cluster nodes.

Review the summary information on the Summary panel, and click Configure.

The wizard configures the VCS private network. If the selected systems have
LLT or GAB configuration files, the wizard displays an informational dialog box
before overwriting the files. In the dialog box, click OK to overwrite the files.
Otherwise, click Cancel, exit the wizard, move the existing files to a different
location, and rerun the wizard.

The wizard starts running commands to configure VCS services. If an operation
fails, click View configuration log file to see the log.

On the Completing Cluster Configuration panel, click Next to configure the
ClusterService group; this group is required to set up components for notification
and for global clusters.

To configure the ClusterService group later, click Finish.

At this stage, the wizard has collected the information required to set up the
cluster configuration. After the wizard completes its operations, with or without
the ClusterService group components, the cluster is ready to host application
service groups. The wizard also starts the VCS engine (HAD) and the Veritas
Command Server at this stage.

On the Cluster Service Components panel, select the components to be
configured in the ClusterService group and then click Next.

Do the following:

= Check the Notifier Option check box to configure notification of important
events to designated recipients.
See “Configuring notification” on page 87.

= Check the GCO Option check box to configure the wide-area connector

(WAC) process for global clusters.The WAC process is required for
inter-cluster communication.
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Configure the GCO Option using this wizard only if you are configuring a
Disaster Recovery (DR) environment and are not using the Disaster
Recovery wizard.

You can configure the GCO Option using the DR wizard. The Disaster
Recovery chapters in the application solutions guides discuss how to use
the Disaster Recovery wizard to configure the GCO option.

See “Configuring Wide-Area Connector process for global clusters”

on page 89.

Configuring notification

This section describes steps to configure notification.

To configure notification

1

On the Notifier Options panel, specify the mode of notification to be configured
and then click Next.

You can configure VCS to generate SNMP (V2) traps on a designated server
and send emails to designated recipients in response to certain events.

If you chose to configure SNMP, specify information about the SNMP console
and then click Next.

- Veritas Chuster Server Conliguration Wizard

MNotifier SNMP Configuration ~—
Specily réomation sbout SNMP conscle

» Domain Setection Enter rame o [P of the SNMP console and severiy level los each
wiFEW ptine SNMP Console [ seveity |
< Creste Cluster il Sevactun
« Select Components
» Configure

Summar k. on e buth

= ke s ENE

Eries SHMP Tiap Fort 6

Rots: SHMP console st be MIB 2 0 complisrt

Chek Meat' 1o contins.

Back [ Hea | cocd |

Do the following:

= Click afield in the SNMP Console column and type the name or IP address
of the console.

The specified SNMP console must be MIB 2.0 compliant.
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= Click the corresponding field in the Severity column and select a severity

level for the console.

= Click the + icon to add a field; click the - icon to remove a field.

= Enter an SNMP trap port. The default value is 162.

3 If you chose to configure SMTP, specify information about SMTP recipients
and then click Next.

= l,'p Yeritas Cluster Server Configuration Wizard

Motifier SMTP Configuration
Specify infarmation about SMTP recipients

+ Domain Selection

SMTF Server Mame /1P SMTRServer
~ ¥YCW Options

 Create Cluster Enter SMTP recipients and zelect a severity level for each recipient.

Recipients | Severity
+ Select Components - -
adminiEexample, com Infarmation
» Configure
Summary
Finish
Click "+ to add a recipient. + |
Click " ta remave a recipient. I

Click 'Mext' to continue,

Back I Hext I

Do the following:

Type the name of the SMTP server.

Click a field in the Recipients column and enter a recipient for notification.
Enter recipients as admin@example.com.

Click the corresponding field in the Severity column and select a severity
level for the recipient.
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VCS sends messages of an equal or higher severity to the recipient.
= Click the + icon to add fields; click the - icon to remove a field.

4  On the Notifier Network Card Selection panel, specify the network information
and then click Next.

- g Yeritas Chuster Server Configuration Wizard
Motifier Network Card Selection ~
Specily the retwark infoimation lor the Holibes option ijj

+ Domain Selection

" Uss existing NI rssounce fo Notfier Manager oplion. Choose ane resource fiom the kit

+ VCW Options 1—L|
« Create Cluster - J
' Crmate new MIC sezocrcs for Notifier Manages' option.
VACELCROREIRE Selact coo adapter on each nods (o be ured for publc network scation. Cick on
o sdapter b visvr i3 detals
4 % k2 svsTemn MAC Addess 0D00-S5BRIFCY =]

Summary

Finish

Do the following:

= If the cluster has a ClusterService group configured, you can use the NIC
resource configured in that service group or configure a new NIC resource
for notification.

= If you choose to configure a new NIC resource, select a network adapter
for each node in the cluster.
The wizard lists the public network adapters along with the adapters that
were assigned a low priority.

5 Review the summary information and choose whether you want to bring the
notification resources online when VCS starts and click Configure.

6 Click Finish to exit the wizard.

Configuring Wide-Area Connector process for global clusters

Configure the Wide-Area Connector process only if you are configuring a disaster
recovery environment. The GCO option configures the wide-area connector (WAC)
process for global clusters. The WAC process is required for inter-cluster
communication. Configure the GCO Option using this wizard only if you are
configuring a Disaster Recovery (DR) environment and are not using the Disaster
Recovery wizard.
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You can configure the GCO Option using the DR wizard. The Disaster Recovery
chapters in the application solutions guides discuss how to use the Disaster
Recovery wizard to configure the GCO option.

To configure the wide-area connector process for global clusters

1 Onthe GCO Network Selection panel, specify the network information and
then click Next.

- Veritas Cluster Server Configuration Wizard

GCO Network Selection

=
Specily the netwoik irformation for the GCO ;r%})
+ Domain Selection ) Usa eymsting IP rescuice, Blease choosaitfiom the I
+ ¥C¥ Options :|'
A Chister Seleetian (¢ Create new P resource.
Frovide detai: to configure new [P resouce for the GCO option:
~ Edit Options & 1PV 1PV
o Selet RO IP Addrecs : 0 . 217 . 63 . 209
Subnet Magk :
» Chnfiguine %5 .25 .%2. 0
Select one adapler on each node to be used for public network communication. Click on
Summary adagter to visw ks details.
Finish of LLTOUDPE-ET Mame: Microsoft Vitual Machine Bus Netvil
R LB ocal Aiea Connection| [Adapter Type:Ethernet 802.3
- []#8 Localea Connection 4 o AT e

. MAC Sddeess00:15:80:3E:21:53
&J LLTOUDPE-K2 ) DHCP: Mot configured

Eﬂ Lacal &sea Connsction |P &ddiesses10.217.62.209, fell:: 54651
0% Localrea Connection 4 =

Kl S| 3

Click Newt' to conlirue.

Back Ned |  Careel |

If the cluster has a ClusterService group configured, you can use the IP address
configured in the service group or configure a new IP address.

Do the following:

= To specify an existing IP address, select Use existing IP resource and
then select the IP address from the drop-down list.

= To use a new IP address, do the following:

= In case of IPv4, select IPV4 and then enter the IP address and
associated subnet mask. Make sure that the specified IP address has
a DNS entry.

= In case of IPv6, select IPV6 and select the IPv6 network from the
drop-down list.



Getting started with VCS | 91
About configuring a cluster from the command line

The wizard uses the network prefix and automatically generates a unique
IPv6 address that is valid on the network.

The IPv6 option is disabled if the network does not support IPv6.

= Select a network adapter for each node in the cluster.

The wizard lists the public network adapters along with the adapters that
were assigned a low priority.

2 Review the summary information and choose whether you want to bring the
WAC resources online when VCS starts and then click Configure.

3 Click Finish to exit the wizard.

About configuring a cluster from the command line

VCS provides a silent configuration utility, VCWsilent.exe, which enables you to
perform the following tasks:

= Configure a new cluster
= Delete an existing cluster
= Re-configure a cluster for single sign-on authentication

You can use the silent configuration utility to perform one of these tasks only on
one cluster at a time.

About preparing for a silent configuration

To configure or delete a cluster, the silent configuration utility requires an XML
configuration file that contains information about the cluster. No such file is required
when re-configuring a cluster for single sign-on authentication.

About configuring a non-secure cluster

The XML file must have the following format for configuring a non-secure cluster:

<Operation Type="New">
<Domain Name="domain name">
<SystemList>
<System Name="sys namel"/>

<System Name="sys name2"/>

</SystemList>
<Cluster Name="clus name" ID="clus ID" SingleNode="SingleNodeValue">

<Node Name="sys namel">
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<LLTLink Name="adp name 1" MAC="MAC address 1"
LowPri="pri"/>
<LLTLink Name="adp name 2"
MAC="MAC address 2" LowPri="pri"/>
</Node>
<Node Name="sys name2">
<LLTLink Name="adp name 1"
MAC="MAC address 1" LowPri="pri"/>
<LLTLink Name="adp name 2"
MAC="MAC address 2" LowPri="pri"/>
</Node>

<Security Type="Non-Secured">
<Admin User="admin user name" Password="password"/>
</Security>
<HadHelperUser Name="HAD user name" Password="password"/>
</Cluster>
</Domain>

</Operation>

About configuring a secure cluster

The XML file must have the following format for configuring a secure cluster:

<Operation Type="New">
<Domain Name="domain name">
<SystemList>
<System Name="sys name 1"/>

<System Name="sys name 2"/>

</SystemList>
<Cluster Name="clus name" ID="clus ID" SingleNode="SingleNodeValue">
<Node Name="node name 1">
<LLTLink Name="adp name 1"
MAC="MAC address 1" LowPri="pri"/>
<LLTLink Name="adp name 2"
MAC="MAC address 2" LowPri="pri"/>
</Node>
<Node Name="node name 2">
<LLTLink Name="adp name 1"
MAC="MAC address 1" LowPri="pri"/>
<LLTLink Name="adp name 2"
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MAC="MAC address 2" LowPri="pri"/>
</Node>

<Security Type="Secured">
<VxSSRoot Name="root name"/>

</Security>

<HadHelperUser Name="HAD user name" Password="password"/>

</Cluster>
</Domain>

</Operation>

About deleting a non-secure cluster

The XML file must have the following format for deleting a non-secure cluster:

<Operation Type="Delete">
<Domain Name="domain name">
<SystemList>
<System Name="sys namel"/>

<System Name="sys name2"/>

</SystemList>

<Cluster Name="clus name" ID="clus ID"
ConnecttoCluster="ConnecttoClustervalue"
IgnoreOfflineGroups="IgnoreOfflineGroupsvalue">

<Security Type="Non-Secured">
<Admin User="admin user name" Password="password"/>

</Security>

<HadHelperUser Remove="Removevalue"
Name="HAD user name" Password="password"/>

</Cluster>

</Domain>

</Operation>

About deleting a secure cluster

The XML file must be of the following format for deleting a secure cluster:

<Operation Type="Delete">
<Domain Name="domain name">
<SystemList>

<System Name="sys name 1"/>
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<System Name="sys name 2"/>

</SystemList>

<Cluster Name="clus name" ID="clus ID"
ConnecttoCluster="ConnecttoClustervalue"
IgnoreOfflineGroups="IgnoreOfflineGroupsvalue">

<Security Type="Secured">
<VxSSRoot Name="root name"/>

</Security>

<HadHelperUser Remove="Removevalue" Name="HAD user name"
Password="password" />

</Cluster>

</Domain>

</Operation>

Copy the relevant format to any text editor and save it with a .xml extension. Replace
the variables, shown in italics, with appropriate values. Review the information
about variables and their possible values.

See “About element attributes values” on page 94.
A sample XML file is included for your reference.

See “About sample XML configuration” on page 97.

About element attributes values

Table 5-1 describes the variables that are used in the XML format and their possible
values:

*"n" is the sequence number for the systems, nodes, adapters, and MAC addresses.

Table 5-1 VCWsilent - variables and values
Variables Description
domain_name Replace this variable with the fully qualified name of a domain

in which the systems reside.

Sys_name_<n*> Replace this with name of the system in the domain for which
relevant information will be discovered.

Note: For each system, you must have a System child
element under the SystemList element.

clus_name Replace this with the name of the cluster to be created.
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Table 5-1 VCWsilent - variables and values (continued)
Variables Description
clus_ID Replace this with the cluster ID. Make sure you specify a
unique cluster ID between 0 and 65535.
SingleNode Value Replace this "1" or "0." The value "1" indicates that it is a

single node cluster. The value "0" indicates that it is a
multi-node cluster.

node_name_<n*>

Replace this with the name of the system that will be part of
the cluster. Make sure that you provide system names from
the list of systems that are specified under the SystemList
element.

For example, if you specified SysA and SysB in the
SystemlList element, you can specify one or both the systems
for the node names. However, you should not specify another
system, say SysC, which was not specified in the SystemList
element.

Note: For each node, you must have a Node child element
along with the LLTLink subchild element under the Cluster
element.

adp_name_<n*>

Replace this with the name of the adapter where the LLT link
will be configured.

Note: For each node, you must specify a minimum of two
adapters. Each adapter must be specified as an attribute of
the LLTLink element.

MAC_address_<n*>

Replace this with the MAC address of the adapter.

Pri

Replace this with either "1" or "0." Value "1" indicates that
the adapter is assigned a low priority. Value "0" indicates
otherwise. You can assign a low priority to an adapter to use
it for both private and public network communication.

admin_user_name

Replace this with a user name for the cluster administrator.
You can use this user name to log on to a cluster that uses
Cluster Manager.

Note: This user name is applicable only for a non-secure
cluster.
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Table 5-1 VCWsilent - variables and values (continued)
Variables Description
root_name Replace this with the host name of one of the systems

selected for the cluster configuration. It should be one of the
systems specified for the SystemList element.

Note: This system name is applicable only for a secure
cluster.

HAD_user_name

Replace this with a domain user name in whose context the
VCS Helper service will run. The VCS High Availability
Daemon, which runs in the context of the local system built-in
account, uses the VCS Helper service user context to access
the network.

password Replace this with an encrypted password.
See “About encrypting passwords” on page 96.
ConnecttoClustervalue Replace this with "Yes" if you want to connect to the cluster

before you delete it. If the connection fails, the cluster deletion
does not proceed.

The default value is "No." This default value indicates that
the cluster is deleted without connecting to it.

IgnoreOfflineGroupsvalue

Replace this with "Yes" if you wish to delete the cluster along
with the service groups that are configured in the cluster.

The default value is "No". This means that the cluster deletion
does not proceed if there are service groups in the cluster.

Removevalue

Replace this with "Yes" if you want to delete the VCS Helper
Service account along with the cluster.

The default value is "No." This default value indicates that
the VCS Helper account will not be deleted.

About encrypting passwords

Before you specify passwords in the XML configuration file, you must encrypt them
by using the vcsencrypt utility.
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Note: If User Access Control (UAC) is enabled on Windows Server systems, you
must launch the command prompt in the Run as administrator mode and then run
the commands that are mentioned in this procedure. To launch the command prompt
in the administrator mode, right-click the command prompt shortcut from the
Windows Start menu and click Run as administrator from the context menu.

Perform these steps for all the passwords to be specified in the XML file.
To encrypt a password

1 Run the vesencrypt utility by typing the following on the command line.

C:\> vecsencrypt -agent

2 The utility prompts you to enter the password twice. Enter the password and
press Enter.

Enter New Password:

Enter Again:

The utility encrypts the password and displays the encrypted password.
Specify this encrypted password in the XML file.

Copy the encrypted password for future reference.

About sample XML configuration
Sample XML configuration files are provided for reference.
For two-node secure cluster configuration:

Use this configuration file to create a secure cluster with systems SYSTEM1 and
SYSTEM2.

<Operation Type="New">
<Domain Name="DOMAIN.com">
<SystemList>
<System Name="SYSTEM1"/>
<System Name="SYSTEM2"/>
</SystemList>
<Cluster Name="MYCLUSTER" ID="0">
<Node Name="SYSTEM1">
<LLTLink Name="AdapterO" MAC="00:03:47:08:91:56"
LowPri="0"/>
<LLTLink Name="Adapterl" MAC="00:03:47:08:91:C6"
LowPri="0"/>
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</Node>
<Node Name="SYSTEM2">
<LLTLink Name="Adapter0" MAC="00:03:47:08:91:CC"
LowPri="0"/>
<LLTLink Name="Adapterl" MAC="00:03:47:08:94:4E"
LowPri="0"/>
</Node>
<Security Type="Secured">
<VxSSRoot Name="SYSTEM1"/>
</Security>
<HadHelperUser Name="Administrator" Password="hvnTkvK"/>
</Cluster>
</Domain>

</Operation>

For two-node secure cluster deletion:

Use this configuration file to delete a secure cluster with systems SYSTEM1 and
SYSTEM2.

<Operation Type="Delete">
<Domain Name="DOMAIN.com">
<SystemList>
<System Name="SYSTEM1"/>
<System Name="SYSTEM2"/>
</SystemList>
<Cluster Name="MYCLUSTER" ID="0" ConnecttoCluster="No"
IgnoreOfflineGroups="Yes">
<Security Type="Secured">
<VxSSRoot Name="SYSTEM1"/>
</Security>
<HadHelperUser Remove="No" Name="Administrator" Password="hvnTkvK
</Cluster>
</Domain>
</Operation>

Running the silent configuration utility

Review the prerequisites before you run the silent configuration utility,
VCWsilent.exe.

» IfUser Access Control (UAC) is enabled on Windows Server systems, you must
launch the command prompt in the administrator mode, and then run the
VCWSilent utility from the command prompt. To launch the command prompt
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in the administrator mode, right-click the command prompt shortcut from the
Windows Start menu and click Run as administrator from the context menu.

To configure or delete a cluster, run the utility from any system in the domain,
irrespective of whether the system is part of the cluster.

To re-configure a cluster for single sign-on authentication, run the utility from
any node in the cluster.

To run the silent configuration utility

1

At the command line, type one of the following commands as appropriate to
run the VCWsilent utility.

To configure a new cluster or delete an existing cluster, use:

command prompt> VCWsilent XML file name including path

To view the progress when configuring or deleting a cluster, use the "-v" option:
command prompt> VCWsilent XML file name_ including path -v

To re-configure a cluster for single sign-on authentication, use:

command prompt> VCWsilent -upgrade

If the cluster is successfully configured or deleted, the following message
appears:

Silent configuration was successful.

If the silent configuration fails, an error message appears. Review the message
associated with the failure and rerun the utility after you rectify the problem.
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from Cluster Manager (Java
console)

This chapter includes the following topics:

= About the Cluster Manager (Java Console)
= Getting started prerequisites

= Components of the Java Console

»  About Cluster Monitor

= About Cluster Explorer

= Accessing additional features of the Java Console
= Administering Cluster Monitor

= Administering user profiles

= Administering service groups

= Administering resources

= Administering systems

= Administering clusters

= Running commands

= Editing attributes

= Querying the cluster configuration
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= Setting up VCS event notification by using the Notifier wizard
= Administering logs

= Administering VCS Simulator

About the Cluster Manager (Java Console)

The Cluster Manager (Java Console) offers complete administration capabilities
for your cluster. Use the different views in the Java Console to monitor clusters and
VCS objects, including service groups, systems, resources, and resource types.
Many of the operations that the Java Console supports are also supported by the
command line interface and by Veritas Operations Manager.

The console enables or disables features depending on whether the features are
supported in the cluster that the console is connected to. For example, the Cluster
Shell icon is not available when you connect to recent versions of VCS. But the
icon is enabled when you connect to earlier versions of a VCS cluster.

You cannot manage new features introduced in releases 6.0 and later with Java
Console.

You can download the Java Console from http://go.symantec.com/vcsm_download.

Symantec recommends use of Veritas Operations Manager to manage Storage
Foundation and Cluster Server environments. Veritas Operations Manager provides
a centralized management console for Veritas Storage Foundation and High
Availability products. You can use Veritas Operations Manager to monitor, visualize,
and manage storage resources and generate reports. Veritas Operations Manager
is not available on the Storage Foundation and High Availability Solutions release
and must be obtained separately. You can download this utility at no charge at
http://go.symantec.com/vom.

Symantec also offers the Veritas Cluster Server (VCS) Management Console to
manage clusters. Refer to the Veritas Cluster Server Management Console
Implementation Guide for installation, upgrade, and configuration instructions.

To download the most current version of VCS Management Console, go to
http://go.symantec.com/vcsm_download.

For information on updates and patches for VCS Management Console, see
http://seer.entsupport.symantec.com/docs/308405.htm.

See “ Components for administering VCS” on page 41.
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Getting started prerequisites

Following are the prerequisites for getting started with the Cluster Manager (Java
Console):

Make sure that you have the current version of Cluster Manager (Java Console)
installed. If you have a previous version installed, upgrade to the latest version.
Cluster Manager (Java Console) is compatible with earlier versions of VCS.

Cluster Manager (Java Console) is supported on the following platforms:

»  Windows XP, Windows Vista, Windows 7, Windows 8, Windows 2003,
Windows 2008, Windows 2008 R2, and Windows 2012

If you configured Windows Firewall, add ports 14141 and 14150 to the Exceptions

list.

For a list of SFW HA services and ports used, refer to the Veritas Storage

Foundation and High Availability Solutions for Windows Installation and Upgrade

Guide.

Verify that the configuration has a user account. A user account is established
during VCS installation that provides immediate access to Cluster Manager. If
a user account does not exist, you must create one.

See “Adding a user” on page 132.

Start Cluster Manager.
See “Starting Cluster Manager (Java console)” on page 102.

Add a cluster panel.
See “Configuring a new cluster panel” on page 128.

Log on to a cluster.
See “Logging on to a cluster and logging off’ on page 129.

Make sure you have adequate privileges to perform cluster operations.
See “About VCS user privileges and roles” on page 70.

Starting Cluster Manager (Java console)

To start the Java Console on Windows systems

¢ From the Start menu, click Start > All Programs > Symantec > Veritas Cluster

Server > Veritas Cluster Manager - Java Console.
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Components of the Java Console

Cluster Manager (Java Console) offers two windows, Cluster Monitor and Cluster
Explorer, from which most tasks are performed. Use Cluster Manager to manage,
configure, and administer the cluster while VCS is running (online).

The Java Console also enables you to use VCS Simulator on Windows systems.
Use this tool to simulate operations and generate new configuration files (main.cf
and types.cf) while VCS is offline. VCS Simulator enables you to design
configurations that imitate real-life scenarios without test clusters or changes to
existing configurations.

See “ Administering VCS Simulator” on page 180.

Icons in the Java Console

The Java Console uses several icons to communicate information about cluster
objects and their states.

See “Remote cluster states” on page 589.
See “System states” on page 591.

Table 6-1 shows the icons in the Cluster Manager (Java Console).

Table 6-1 Icons in Cluster Manager (Java Console)
Icon Description
= Cluster
e

System

Service Group

ﬁ Resource Type

Resource

w

= OFFLINE
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Icons in Cluster Manager (Java Console) (continued)

Icon

Description

%

Faulted (in UP BUT NOT IN CLUSTER MEMBERSHIP state)

ﬁ.

Faulted (in EXITED state)

PARTIAL

Link Heartbeats (in UP and DOWN states)

& & &

UP AND IN JEOPARDY

B

FROZEN

&

AUTODISABLED

T

UNKNOWN

ADMIN_WAIT

Global Service Group (requires the VCS Global Cluster Option)

o | (&

Remote Cluster in RUNNING state (requires the VCS Global Cluster
Option)

L'_E‘n

Remote Cluster in EXITING, EXITED, INIT, INQUIRY, LOST_CONN,
LOST_HB, TRANSITIONING, or UNKNOWN state.
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About Cluster Monitor

After you start Cluster Manager, the first window that appears is Cluster Monitor.
This window includes one or more panels that display general information about

actual or simulated clusters.

You can use Cluster Monitor to perform the following tasks:

= Logon to a cluster.

= Log off a cluster.

= View summary information on various VCS objects.

= Customize the display.
= Use VCS Simulator.

» Exit Cluster Manager.

Figure 6-1 shows the first window of the Veritas Cluster Manager.

Figure 6-1 Starting the Veritas Cluster Server Cluster Manager
1* Cluster Monitor H=E

Ble Wew Heb

Zans EE e - -6

Veritas™ Cluster Server
Cluster Manager

Chuster Nome: ves_117  Connected to: veslinu 17
o Group Status - No groups configured
@ || @ | A  system Status - Orie: 2
Link Status ~ -Up
Chusker Nome: veshnux145_146_14b  Connected to: vesnuxl 46
Group Status - Oniine: 1 Offine; 1
@ | @ | K system Status - Ondne: 2
Uk Stotus - Up
Connect to vesinux 145

@ @+

Chick here tolog in

Cluster monitor toolbar

The Cluster Monitor toolbar contains several buttons.

Figure 6-2 shows the Cluster Monitor toolbar.

Figure 6-2 The Cluster Monitor toolbar

4* Cluster Monitor H=] E3
File Wiew Help

Qe EEH GO~ v @
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Table 6-2 lists the buttons from left to right as it appears on the Cluster monitor

toolbar.
Table 6-2 Cluster monitor toolbar buttons
Button Description
= | New cluster: Adds a new cluster panel to Cluster Monitor
i+,
T Delete cluster: Removes a cluster panel from Cluster Monitor
1
Expand: Expands the Cluster Monitor view
EIT Collapse: Pauses cluster panel scrolling

Start: Resumes scrolling

Stop: Pauses cluster panel scrolling

(=]

Login: Log on to the cluster shown in the cluster panel

l-_*‘r;u

Show Explorer: Launches an additional window of Cluster
Explorer after logging on to that cluster

Move Cluster Panel Up: Moves the selected cluster panel
up

Move Cluster Panel Down: Moves the selected cluster panel
down

Help: Access online help

S IDE

About cluster monitor panels

To administer a cluster, add a cluster panel or reconfigure an existing cluster panel
in Cluster Monitor. Each panel summarizes the status of the connection and
components of a cluster.
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Status of the cluster connection with Cluster Monitor

The right pane of a panel in Cluster Monitor displays the status of the connection
to a cluster. An inactive panel appears unavailable until the user logs on and
connects to the cluster. To alter the connection to a cluster, right-click a panel to
access a menu.

Following menus are available:
= The menu on an active panel enables you to log off a cluster.

= The menu on an inactive panel enables you to log on to a cluster, configure the
cluster, and delete the cluster from Cluster Monitor.

Menus are enabled when the Cluster Monitor display appears in the default
expanded view. If you activate a menu on a collapsed scrolling view of Cluster
Monitor, the scrolling stops while it accesses the menu.

If the system to which the console is connected goes down, a message notifies you
that the connection to the cluster is lost. Cluster Monitor tries to connect to another
system in the cluster according to the number of failover retries set in the
Connectivity Configuration dialog box. The panels flash until Cluster Monitor is
successfully connected to a different system. If the failover is unsuccessful, a
message notifies you of the failure and the panels becomes unavailable

Monitoring VCS objects with Cluster Monitor

Cluster Monitor summarizes the state of various objects in a cluster and provides
access to in-depth information about these objects in Cluster Explorer. The right
pane of a Cluster Monitor panel displays the connection status (online, offline, up,
or down) of service groups, systems, and heartbeats. The left pane of a Cluster
Monitor panel displays three icons representing service groups, systems, and
heartbeats.

The colors of the icons indicate the state of the cluster:

» A flashing red slash indicates that the Cluster Manager failed to connect to the
cluster and will attempt to connect to another system in the cluster.

» A flashing yellow slash indicates that the Cluster Manager is experiencing
problems with the connection to the cluster.

Point to an icon to access the icon’s ScreenTip, which provides additional information
on the specific VCS object.

To review detailed information about VCS objects in Cluster Explorer, Logs, and
Command Center, right-click a panel to access a menu. Menus are enabled when
the Cluster Monitor display appears in the default expanded view. If you activate a
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menu on a collapsed, scrolling view of Cluster Monitor, the scrolling stops while it
accesses the menu.

Expanding and collapsing the Cluster Monitor display

Cluster Monitor supports two views: expanded (default) and collapsed. The expanded
view shows all cluster panels. The collapsed view shows one cluster panel at a
time as the panels scroll upward.

Operations enabled for the expanded view of cluster panels, such as viewing menus,
are also enabled on the collapsed view after the panels stop scrolling.

Review the action that you must perform for the following operations:

To collapse the Cluster On the View menu, click Collapse.
Monitor view or

Click Collapse on the Cluster Monitor toolbar.

To expand the Cluster On the View menu, click Expand.
Monitor view or

Click Expand on the Cluster Monitor toolbar.

To pause a scrolling cluster Click the cluster panel.
panel
or

Click Stop on the Cluster Monitor toolbar.

Customizing the Cluster Manager display
Customize the Cluster Manager to display objects according to your preference.
To customize the Cluster Manager display

1 From Cluster Monitor, click Preferences on the File menu. If you use a
Windows system, proceed to step 2. Otherwise, proceed to step 3.

2 Inthe Look & Feel tab (for Windows systems), do the following:
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P Preferences

Look&Feel | appearance | = |
Fle Edk Hab
&9 eme
% chuster

Bl group

= Native { Windows ) ook & feel

1 Java (Metal) ook & feel

Ll Cancel

= Click Apply.

In the Appearance tab, do the following:

Fle Edt Hep
s @ O
(% chuster

% s group

[+ Show Tookips

I~ Removs Cluster Manager colors

Ll Cancel

In

Click the color (applies to Java (Metal) look & feel).

Click an icon size.

Select the Show Tooltips check box to enable ToolTips.

About Cluster Monitor

Click Native(Windows or Motif) look & feel or Java (Metal) look & feel.

Select the Remove Cluster Manager colors check box to alter the standard

color scheme.

Click Apply.

the Sound tab, do the following:
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£ Preferences [_ o] ]
Look & Feel | Appearance Sound |
[™ Enable Sound
Events Sound
<} Add Group Test
<t Delete Group
Add System
Delete System
- 4
Add Resource
Delete Resource
Ordng _I _I
<fi: Offine
Fauked - |
Lot | Dt |

This tab requires a properly configured sound card.

» Select the Enable Sound check box to associate sound with specific events.
= Click an event from the Events configuration tree.

» Click a sound from the Sounds list box.

= To test the selected sound, click Play.

= Click Apply.

= Repeat these steps to enable sound for other events.

5 After you make your final selection, click OK.

About Cluster Explorer

Cluster Explorer is the main window for cluster administration. From this
window, you can view the status of VCS objects and perform various operations.

Figure 6-3 shows the Cluster explorer window.
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Figure 6-3 Cluster Explorer window
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The window is divided into three panes. The top pane includes a toolbar that enables
you to quickly perform frequently used operations. The left pane contains a
configuration tree with three tabs: Service Groups, Systems, and Resource Types.
The right pane contains a panel that displays various views relevant to the object
selected in the configuration tree.

To access Cluster Explorer
1 Log on to the cluster.
2 Click anywhere in the active Cluster Monitor panel.

or

Right-click the selected Cluster Monitor panel and click Explorer View from the
menu.

Cluster Explorer toolbar

The Cluster Explorer toolbar contains 18 buttons.

Note: Some buttons may be disabled depending on the type of cluster (local or
global) and the privileges with which you logged on to the cluster.

Figure 6-4 show the Cluster explorer toolbar.

Figure 6-4 Cluster Explorer toolbar
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Table 6-3 shows the buttons on the Cluster Explorer toolbar.

left to right:
Table 6-3 Buttons on the Cluster explorer toolbar
Button Description
Open Configuration. Modifies a read-only configuration to a read-write
B% file. This enables you to modify the configuration.
gh Save Configuration. Writes the configuration to disk.

i Save and Close Configuration. Writes the configuration to disk as a
il read-only file.

Add Service Group. Displays the Add Service Group dialog box.

&

Add Resource. Displays the Add Resource dialog box.

A

Add System. Displays the Add System dialog box.

PAsy

Manage systems for a Service Group. Displays the System Manager
dialog box.

é;a

Online Service Group. Displays the Online Service Group dialog box.

Offline Service Group. Displays the Offline Service Group dialog box.

& |&

Show Command Center. Enables you to perform many of the same
VCS operations available from the command line.

ER

Show Shell Command Window. Enables you to launch a non-interactive
shell command on cluster systems, and to view the results on a
per-system basis.

Show the Logs. Displays alerts and messages that the VCS engine
generates, VCS agents, and commands issued from the console.

= @
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Buttons on the Cluster explorer toolbar (continued)

Button

Description

Launch Configuration Wizard. Enables you to create VCS service
groups.

Bl | [+

Launch Notifier Resource Configuration Wizard. Enables you to set up
VCS event notification.

0

Remote Group Resource Configuration Wizard. Enables you to configure
resources to monitor a service group in a remote cluster.

o

Add/Delete Remote Clusters. Enables you to add and remove global
clusters.

&

Configure Global Groups. Enables you to convert a local service group
to a global group, and vice versa.

o

Query. Enables you to search the cluster configuration according to
filter criteria.

[#]

Virtual Fire Drill. Checks whether a resource can fail over to another
node in the clu