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Introducing the agent for
WeblLogic Server

About the
Server

This chapter includes the following topics:

About the Cluster Server agent for WebLogic Server
Supported software

How the agent supports intelligent resource monitoring
About WebLogic Server

WeblLogic Server agent functions

Cluster Server agent for WebLogic

Cluster Server (VCS) agents monitor specific resources within an enterprise
application. They determine the status of resources and start or stop them according
to external events.

The Cluster Server agent for WebLogic Server provides high availability for
WebLogic Servers in a cluster.

For the latest updates or software issues for this agent, see the Cluster Server
Agent Pack Release Notes.
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Supported software

Supported software

For information on the software versions that the Cluster Server agent for WebLogic
Server supports, see the Veritas Services and Operations Readiness Tools (SORT)
site: https://sort.veritas.com/agents.

How the agent supports intelligent resource
monitoring

With Intelligent Monitoring Framework (IMF), VCS supports intelligent resource
monitoring in addition to the poll-based monitoring. Poll-based monitoring polls the
resources periodically whereas intelligent monitoring performs asynchronous
monitoring.

When an IMF-enabled agent starts up, the agent initializes the Asynchronous
Monitoring Framework (AMF) kernel driver. After the resource is in a steady state,
the agent registers with the AMF kernel driver, the details of the resource that are
required to monitor the resource. For example, the agent for WebLogic Server
registers the PIDs of the WebLogic Server processes with the AMF kernel driver.
The agent’s imf_getnotification function waits for any resource state changes. When
the AMF kernel driver module notifies the imf_getnotification function about a
resource state change, the agent framework runs the monitor agent function to
ascertain the state of that resource. The agent notifies the state change to VCS,
which then takes appropriate action.

For more information, see the Cluster Server Administrator’s Guide.

About WebLogic Server

WebLogic Servers fall into two categories: Administrative and Managed. The
Administrative Server provides a central point from which you can manage the
domain, and it provides access to WebLogic server administration tools [WLS05:
Introduction to BEA WebLogic server and BEA WebLogic Express, July 2005]. All
other servers are considered as Managed Servers.

A Node Manager is a WebLogic server utility that enables you to start, shut down,
and restart Administration Server and Managed Server instances from a remote
location.


https://sort.veritas.com/agents
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The Cluster Server agent for WebLogic Server supports both Administrative and
Managed Servers, and Node Manager based configurations. The agent recognizes
the startup server dependency that exists between Managed and Administrative
Servers and provides the cluster administrator with the choice of enforcing or not
enforcing this startup restriction. Similarly, the agent is WebLogic Cluster agnostic.
In other words, this agent can provide clustering services for stand-alone WebLogic
Servers and can support Managed Servers that participate in a WebLogic Cluster.

WebLogic Server agent functions

Online

The agent consists of resource type declarations and agent executables. The agent
executables are organized into online, offline, monitor, and clean functions.

The online function performs the following tasks:

= Performs a preliminary check to ensure that the WebLogic Server component
is not already running.

= Checks the value of the ServerRole attribute set for the resource. If the value
of the attribute is Managed, the online function may delay the Managed server
startup process until the Administrative server is initialized. For details, refer to
description of attributes AdminServerMaxWait and RequireAdminServer.

= Starts the WebLogic Server component using the following mechanism.

Node Manager Uses the wist command startNodeManager.

Administrative server (NM) Uses the wist commands nmConnect and nmStart.

9



Offline
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Managed server (NM) Uses the wist commands nmConnect and nmStart.
Administrative server Uses the script configured in ServerStartProgram attribute.
(NNM)

Managed server (NNM) Uses the script configured in ServerStartProgram attribute.

Ensures that the component is up and running successfully. The agent function
uses the wait period that the OnlineTimeout attribute specifies, to enable the
WebLogic Server component to initialize fully before allowing the monitor function
to probe the newly running server instance.

The offline function performs the following tasks:

Monitor

Performs a preliminary check to ensure that the WebLogic Server component
is not already offline.

For different resource configurations, stops the WebLogic Server component
gracefully using the mechanism shown as follows.

Node Manager Terminates the Node Manager process.

Administrative server (NM) Uses the wist commands connect and shutdown.

Managed server (NM) Uses the wist commands connect and shutdown.
Administrative server Uses the script configured in ServerStopProgram attribute.
(NNM)

Managed server (NNM) Uses the script configured in ServerStopProgram attribute.

Note: For Administrative Server (NM) and Managed Server (NM), the connect
command uses the protocol that is specified in the AdminURL attribute, for
example: http or £3.

Ensures that the resource is given enough time to go offline successfully. The
agent function uses a wait period that the OfflineTimeout attribute specifies, to
allow the WebLogic Server component to complete the offline sequence before
allowing further probing of the resource.

The monitor function performs the following tasks:
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= Conducts a first-level check on the WebLogic Server component to ensure that
the WebLogic Server component’s process is running. The agent identifies the
process for the WebLogic Server component by applying the pattern matching
on command lines of processes running in the system.
The agent for WebLogic Server also supports Intelligent Monitoring Framework
(IMF) in the first-level check. IMF enables intelligent resource monitoring. The
agent for WebLogic Server is IMF-aware and uses the asynchronous monitoring
framework (AMF) kernel driver for resource state change notifications. See “How
the agent supports intelligent resource monitoring” on page 8.
You can use the MonitorFreq key of the IMF attribute to specify the frequency
at which the agent invokes the monitor function. See “MonitorFreq” on page 52.

= Depending on the configuration, the monitor function can conduct a second
level check on the WebLogic Server component.
The second-level check uses the wist.sh scripting utility to attempt to connect
to the WebLogic Server component.

For different resource configurations, the wist commands used to connect to
the WebLogic Server component are listed as follows.

Node Manager Uses the wist command nmConnect.

Administrative server (NM) Uses the wist command connect.

Managed server (NM) Uses the wist command connect.
Administrative server Uses the wist command connect.
(NNM)

Managed server (NNM) Uses the wist command connect.

Note: The attribute used to configure the second-level check and its frequency
depends on the software versions of VCS and WebLogic Server agent you have
installed: For VCS 5.1 SP1 or later with WebLogic Server agent version 5.1.13.0,
use the LevelTwoMonitorFreq attribute. For VCS 5.1 or earlier with WebLogic
Server agent 5.1.12.0 or earlier, use the SecondLevelMonitor attribute.

= Depending upon the value of the MonitorProgram attribute, the monitor function
can perform a customized check using a user-supplied monitoring utility.

Clean
The clean function performs the following tasks:

= Attempts to gracefully shut down the WebLogic Server component.
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= For Administrative and Managed server in Node Manager based configurations,
the clean function attempts the wist nmki11 command.

= Identifies the process for the WebLogic Server component and kills it.

The default value of the CleanTimeout attribute is 60 seconds. As the clean function
may execute two wist.sh operations, 60 seconds may be insufficient. You can set
this attribute to 120 seconds or more.

Note: For information about the additional functions of the agent for WebLogic
Server when IMF is enabled: See “Agent functions for the IMF functionality”
on page 50.
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Installing, upgrading, and
removing the agent for
Weblogic Server

This chapter includes the following topics:

= Before you install the Cluster Server agent for WebLogic Server
= About the ACC library

» Installing the ACC library

= Installing the agent in a VCS environment

» Uninstalling the agent in a VCS environment

= Removing the ACC library

= Upgrading the agent in a VCS environment

Before you install the Cluster Server agent for
WebLogic Server

You must install the Cluster Server agent for WebLogic Server on all the systems
that will host WebLogic Server service groups.

Before you install the agent for WebLogic Server, ensure that the following
prerequisites are met.

= Install and configure Cluster Server.
For more information on installing and configuring Cluster Server, refer to the
Cluster Server installation and configuration guides.



Installing, upgrading, and removing the agent for WebLogic Server
About the ACC library

= Remove any previous version of this agent.
To remove the agent,
See “Uninstalling the agent in a VCS environment” on page 21.

= Install the latest version of ACC Library.

To install or update the ACC Library package, locate the library and related
documentation in the Agent Pack tarball.
See “About the ACC library” on page 14.

Prerequisites for enabling i18n support
Perform the following steps to enable i18n support to the agent:

= Install ACCLib version 5.1.2.0 or later.
See “Installing the ACC library” on page 15.

» For VCS 5.0 and earlier releases, copy the latest ag_i18n_inc.pm module from
the following location on the agent pack disc.

Note: Review the readme.txt for instructions to copy this module.

VCS 5.0 cd1/platform/arch_dist/vcs/application/i18n_support/5.0
VCS 4.1 cd1/platform/arch_dist/vcs/application/i18n_support/4.1
VCS 4.0 cd1/platform/arch_dist/vcs/application/i18n_support/4.0

where arch_dist takes the following values:
'sol_sparc' for Solaris SPARC
'generic' for Linux

Note: arch_dist is not applicable to AlX.

About the ACC library

The operations of a Cluster Server agent depend on a set of Perl modules known
as the ACC library. The library must be installed on each system in the cluster that
runs the agent. The ACC library contains common, reusable functions that perform
tasks, such as process identification, logging, and system calls.

14
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Installing the ACC library

Instructions to install or remove the ACC library on a single system in the cluster
are given in the following sections. The instructions assume that the ACCLib tar
file has already been extracted.

Note: The LogDbg attribute should be used to enable debug logs for the
ACCLib-based agents when the ACCLib version is 6.2.0.0 or later and VCS version
is 6.2 or later.

Installing the ACC library

Install the ACC library on each system in the cluster that runs an agent that depends
on the ACC library.

To install the ACC library
1 Login as a superuser.
2 Download ACC Library.

You can download either the complete Agent Pack tar file or the individual
ACCLib tar file from the Veritas Services and Operations Readiness Tools
(SORT) site (https://sort.veritas.com/agents).

3 If you downloaded the complete Agent Pack tar file, navigate to the directory
containing the package for the platform running in your environment.

AIX cd1/aix/vcs/application/acc_library/version_library/pkgs
Linux cd1/linux/generic/vcs/application/acc_library/version_library/rpms
Solaris cd1/solaris/dist_arch/vcs/application/acc_library/version_library/pkgs

where dist_arch is sol_sparc.
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If you downloaded the individual ACCLib tar file, navigate to the pkgs directory
(for AIX and Solaris), or rpms directory (for Linux).

Install the package. Enter Yes, if asked to confirm overwriting of files in the
existing package.

AIX # installp -ac -d VRTSacclib.bff VRTSacclib

Linux # rpm -1 \
VRTSacclib-VersionNumber-GA GENERIC.noarch.rpm
Solaris # pkgadd -d VRTSacclib.pkg

Note: To install the ACCLib IPS package on a Solaris 11 system, see
Installing the ACC library IPS package on Oracle Solaris 11 systems.

Note: The LogDbg attribute should be used to enable debug logs for the
ACCLib-based agents when the ACCLIib version is 6.2.0.0 or later and VCS
version is 6.2 or later.

Installing the ACC library IPS package on Oracle Solaris 11 systems

Install the ACC library IPS package on an Oracle Solaris 11 system.

To install the ACC library IPS package on Oracle Solaris 11 systems

1

Copy the vRTsacclib.p5p package from the pkgs directory to the system in
the /tmp/install directory.

Disable the publishers that are not reachable as package install may fail, if
any, of the already added repositories are unreachable.

# pkg set-publisher --disable <publisher name>

Add a file-based repository in the system.

# pkg set-publisher -g /tmp/install/VRTSacclib.p5p Veritas
Install the package.

# pkg install --accept VRTSacclib

Remove the publisher from the system.

# pkg unset-publisher Veritas

Enable the publishers that were disabled earlier.

# pkg set-publisher --enable <publisher name>
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Installing the ACC library package on Solaris brand non-global zones

With Oracle Solaris 11, you must install the ACC library package inside non-global
zones. The native non-global zones are called Solaris brand zones.

To install the ACC library package on Solaris brand non-global zones

1

10

Ensure that the SMF services,
svc:/application/pkg/system-repository:default and
svc:/application/pkg/zones-proxyd:default, are online on the global
zone.

# svcs svc:/application/pkg/system-repository:default
# svcs svc:/application/pkg/zones-proxyd:default
Log on to the non-global zone as a superuser.

Ensure that the SMF service
svc:/application/pkg/zones-proxy-client:default is online inside the
non-global zone:

# svcs svc:/application/pkg/zones-proxy-client:default

Copy the vRTsacclib.p5p package from the pkgs directory to the non-global
zone (for example, at the /tmp/install directory).

Disable the publishers that are not reachable, as package install may fail, if
any of the already added repositories are unreachable.

# pkg set-publisher --disable <publisher name>

Add a file-based repository in the non-global zone.

# pkg set-publisher -g/tmp/install/VRTSacclib.p5p Veritas
Install the package.

# pkg install --accept VRTSacclib

Remove the publisher on the non-global zone.

# pkg unset-publisher Veritas

Clear the state of the SMF service, as setting the file-based repository causes
the SMF service svc: /application/pkg/system-repository:default to go
into the maintenance state.

# svcadm clear svc:/application/pkg/system-repository:default
Enable the publishers that were disabled earlier.

# pkg set-publisher --enable <publisher>

17
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Installing the agent in a VCS environment

Note: Perform steps 2 through 10 on each non-global zone.

Installing the agent in a VCS environment

Install the agent for WebLogic Server on each node in the cluster.
To install the agent in a VCS environment

1 Download the agent from the Veritas Services and Operations Readiness Tools
(SORT) site: https://sort.veritas.com/agents.

You can download either the complete Agent Pack tar file or an individual agent
tar file.

Uncompress the file to a temporary location, say /tmp.

If you downloaded the complete Agent Pack tar file, navigate to the directory
containing the package for the platform running in your environment.

AIX cdl/aix/ves/application/weblogic agent/

vcs version/version agent/pkgs

Linux cdl/linux/generic/vcs/application/weblogic agent/
vcs version/version agent/rpms

Solaris cdl/solaris/dist arch/vcs/application/weblogic agent/
vcs version/version agent/pkgs
where, dist_arch is sol_sparc

If you downloaded the individual agent tar file, navigate to the pkgs directory
(for AIX and Solaris), or rpms directory (for Linux).
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4 Login as a superuser.
5 Install the package.

AIX # installp -ac -d
VRTSwls.rte.bff VRTSwls.rte

Linux # rpm -ihv \
VRTSwls-AgentVersion-GA GENERIC.noarch.rpm

Solaris # pkgadd -d . VRTSwls

Note: See “Installing the agent IPS package on Oracle Solaris 11
systems” on page 19.

After installing the agent package, you must import the agent type configuration
file.

See “Importing the agent types files in a VCS environment” on page 26.

Installing the agent IPS package on Oracle Solaris 11 systems
To install the agent IPS package on an Oracle Solaris 11 system

1 Copy the vRTswls.p5p package from the pkgs directory to the system in the
/tmp/install directory.

2 Disable the publishers that are not reachable as package install may fail, if any
of the already added repositories are unreachable.

# pkg set-publisher --disable <publisher name>
where the publisher name is obtained using the pkg publisher command.
3 Add a file-based repository in the system.
# pkg set-publisher -g /tmp/install/VRTSwls.p5p Veritas
4 Install the package.
# pkg install --accept VRTSwls
5 Remove the publisher from the system.
# pkg unset-publisher Veritas
6 Enable the publishers that were disabled earlier.

# pkg set-publisher --enable <publisher name>
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Installing agent packages on Solaris brand non-global zones

To install the agent package on Solaris brand non-global zones

1

10

Ensure that the SMF services,
svc:/application/pkg/system-repository:default and
svc:/application/pkg/zones-proxyd:default, are online on the global
zone.

# svcs svc:/application/pkg/system-repository:default
# svcs svc:/application/pkg/zones-proxyd:default
Log on to the non-global zone as a superuser.

Ensure that the SMF service
svc:/application/pkg/zones-proxy-client:default is online inside
non-global zone:

# svcs svc:/application/pkg/zones-proxy-client:default

Copy the vrRTsw1s.pSp package from the pkgs directory to the non-global zone
(for example, at the /tmp/install directory).

Disable the publishers that are not reachable, as package install may fail, if
any of the already added repositories are unreachable.

# pkg set-publisher --disable <publisher name>

Add a file-based repository in the non-global zone.

# pkg set-publisher -g/tmp/install/VRTSwls.pS5p Veritas
Install the package.

# pkg install --accept VRTSwls

Remove the publisher on the non-global zone.

# pkg unset-publisher Veritas

Clear the state of the SMF service, as setting the file-based repository causes
the SMF service svc: /application/pkg/system-repository:default to go
into the maintenance state.

# svcadm clear svc:/application/pkg/system-repository:default
Enable the publishers that were disabled earlier.

# pkg set-publisher --enable <publisher>

Note: Perform steps 2 through 10 on each non-global zone.




Installing, upgrading, and removing the agent for WebLogic Server | 21
Uninstalling the agent in a VCS environment

Installing the agent in a Solaris 10 brand zone
To install the WebLogic Server agent in a brand zone on Solaris 10:

= Ensure that the ACClibrary package, vRTsacclib, is installed in the non-global
zone.

To install VRTSacclib in the non-global zone, run the following command from
the global zone:

# pkgadd -R /zones/zonel/root -d VRTSacclib.pkg

= Toinstall the agent package in the non-global zone, run the following command
from the global zone:

# pkgadd -R zone-root/root -d . VRTSwls
For example: # pkgadd -R /zones/zonel/root -d . VRTSwls

Note: You can ignore the following messages that might appear:
## Executing postinstall script.

1n: cannot create /opt/VRTSagents/ha/bin/WebLogic/imf getnotification:

File exists

1n: cannot create /opt/VRTSagents/ha/bin/WebLogic/imf register: File

exists
or ## Executing postinstall script.

In: cannot create /opt/VRTSagents/ha/bin/WebLogic/imf getnotification:

No such file or directory

In: cannot create /opt/VRTSagents/ha/bin/WebLogic/imf register: No

such file or directory

Uninstalling the agent in a VCS environment

You must uninstall the agent for WebLogic Server from a cluster while the cluster
is active.

To uninstall the agent in a VCS environment
1 Login as a superuser.

2 Set the cluster configuration mode to read/write by running the following
command from any node in the cluster:

# haconf -makerw
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3 Remove all WebLogic Server resources from the cluster. Run the following
command to verify that all resources have been removed:

# hares -list Type=WebLogic

4 Remove the agent type from the cluster configuration by running the following
command from any node in the cluster:

# hatype -delete WebLogic

Removing the agent’s type file from the cluster removes the include statement
for the agent from the main.cf file, but the agent's type file is not removed
from the cluster configuration directory. You can remove the agent’s type file
later from the cluster configuration directory.

5 Save these changes. Then set the cluster configuration mode to read-only by
running the following command