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Installing and configuring
the product

This chapter describes how to install the Veritas Storage Foundation Cluster
File System (SFCFS). SFCFS requires several Veritas software packages to
configure a cluster and to provide messaging services. These packages include
the Veritas Cluster Server (VCS) to monitor systems and application services,
Veritas Low Latency Transport (LLT) and Veritas Group Membership and
Atomic Broadcast (GAB) for messaging and cluster membership, the Veritas
Volume Manager (VXVM) to create the shared volumes necessary for cluster file
systems, and the Veritas File System (VXFS) package.

Topics covered in this chapter include:
m  Hardware overview

m  Software components

m  Preinstallation

m  Prerequisites

» Installing the product

m  Configuring the Components

m  Verifying the configuration files

m  Verifying agent configuration

m  Synchronizing time on Cluster File Systems
m  Configuring VCS

m  VCS application failover services
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Hardware overview

Hardware overview

VXFS cluster functionality runs optimally on a Fibre Channel fabric. Fibre
Channel technology provides the fastest, most reliable, and highest bandwidth
connectivity currently available. By employing Fibre Channel technology, SFCFS
can be used in conjunction with the latest Veritas Storage Area Network (SAN)
applications to provide a complete data storage and retrieval solution.

The figure below shows the configuration of a cluster file system on a Fibre
Channel fabric with a disk array.

Figure 1-1 Four Node SFCFS Cluster Built on Fibre Channel Fabric
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Shared storage

Shared storage can be one or more shared disks or a disk array connected either
directly to the nodes of the cluster or through a Fibre Channel Switch. Nodes can
also have non-shared or local devices on a local I/O channel. It is advisable to
have/,/ usr,/var and other system partitions on local devices.

Fibre channel switch

Each node in the cluster must have a Fibre Channel I/O channel to access shared
storage devices. The primary component of the Fibre Channel fabric is the Fibre
Channel switch.

Cluster platforms

There are several hardware platforms that can function as nodes in a cluster file
system cluster.

See the Storage Foundation Cluster File System Release Notes.

Note: For a cluster to work correctly, all nodes must have the same time. If you
are not running the Network Time Protocol (NTP) daemon, make sure the time
on all the systems comprising your cluster is synchronized.
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Software components

Software components

Storage Foundation for Cluster File System is the name of the Veritas Cluster
File System product and its supporting software filesets. Storage Foundation
Cluster File System HA (SFCFS HA) provides support for application failover
functionality of Veritas Cluster Server (VCS) in addition to other SFCFS features.

Filesets installed with SFCFS and SFCFS HA

The software filesets listed below are required for implementing cluster file
system functionality. They are available on the software disc in the depot
directory and are installed on each node in the cluster using theinstal | er
installation script.

The following table shows the fileset name and contents for each fileset:

Fileset Contents

VRTSaccl i b Veritas ACC Library

VRTSal | oc Veritas Volume Manager Intelligent Storage Provisioning
VRTSat Symantec Product Authentication Service
VRTScavf Veritas cfs and cvm agents

VRTScscm Veritas Cluster Server Cluster Manager
VRTScscw Veritas Cluster Server Configuration Wizards
VRTScut i | Veritas Cluster Utilities

VRTSdcl i Veritas Distributed Command Line Interface
VRTSddI pr Veritas Device Discovery Layer Services Provider
VRTSdsa Veritas Datacenter Storage Agent

VRTSf spro Veritas File System Management Services Provide
VRTSgab Veritas Group Membership and Atomic Broadcast
VRTSgl m Veritas Lock Manager

VRTSI | t Veritas Low Latency Transport

VRTSvcs Veritas Cluster Server

VRTSvcsag Veritas Cluster Server Bundled Agents
VRTSvcsvr Veritas Cluster Server Agents for VVR

VRTSvdi d Veritas Device Identification API
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Fileset Contents

VRTSveki Veritas Kernel Interface

VRTSvnpr o Veritas Volume Manager Management Services Provider

VRTSvr pro Veritas Volume Replicator Client Extension and Provider for
Veritas Enterprise Administrator

VRTSvxf en Veritas I/0O Fencing

VRTSvxf s Veritas File System

VRTSvxvm Veritas Volume Manager

VRTSvrw Veritas Volume Replicator Web Console

VRTSvsvc

Veritas Volume Server and Client Provider

13
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Additional filesets for SFCFS and SFCFS HA

Filesets

Contents

SYMC na

Symantec License Inventory Agent

VRTSaa

Veritas Enterprise Administrator Action Agent

VRTSccg

Veritas Enterprise Administrator Central Control Grid

VRTSf ssdk

Veritas File System Software Developer Kit

VRTSIi csco

Veritas Symantec Common Infrastructure

VRTSj rel5

Veritas Java Runtime Environment Redistribution

VRTSmh

Veritas Centralized Management for Storage Foundation -
Managed Host

VRTSob

Veritas Enterprise Administrator Service

VRTSobc33

Veritas Enterprise Administrator Core Service

VRTSpbx

Veritas Symantec Private Branch Exchange

VRTSper |

Veritas Perl 5.8.8 Redistribution

VRTSsnf

Symantec Service Management Framework

VRTSspt

Veritas Software Support Tools

VRTSvcs. nmsg. en_US

Veritas Cluster Server Message Catalogs

VRTSvlic

Veritas Licensing

VRTSweb

Veritas Java Web Server

Optional filesets for SFCFS and SFCFS HA

Filesets

Contents

VRTScf sdc

Veritas Cluster File System Documentation

VRTScntcc

Veritas Cluster Management Console Cluster Connector

VRTScnts

Veritas Cluster Management Console (Single Cluster Mode)

VRTScssi m

Veritas Cluster Server Simulator

VRTSf sdoc

Veritas File System Documentation

VRTSf sman

Veritas File System Manual Pages

VRTSf srmd

Veritas File System Software Developer Kit Manual Pages
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VRTSobgui Veritas Enterprise Administrator GUI
VRTSvcs. doc Veritas Cluster Server Documentation
VRTSvcs. man Veritas Cluster Server Man Pages
VRTSvndoc Veritas Volume Manager Documentation
VRTSvnman Veritas Volume Manager Manual Pages
VRTSvr doc Veritas Volume Replicator Documentation

Patches that supersede the ones in this list. To verify that you have the latest
patches, go to the Veritas support website to view the following TechNote:
http://support.veritas.com/docs/282024

Note: Most of the above patches are available in the Featurel1i bundle. The
Featurel1li bundle and the EnableVXFS bundle are available from HP software
download site http://h20293.www2.hp.com/. Search for Veritas 5.0 on this site
and follow the instructions.

Preinstallation

Release Notes

Read the Release Notes for all products included with this product. Portable
Document Format (.pdf) versions of the Release Notes are included on the
software disc in the sf cf s/ r el ease_not es directory and on the
documentation disc that came with your software.

Because product Release Notes are not installed by any packages, it is
recommended that you copy them from the disc to the / opt / VRTS/ docs
directory on your system so that they are available for future reference.

Product licensing

Product keys are available on the License Key certificate. The certificate also
includes the number of product licenses purchased. A single key enables product
installation on the number and the type of systems for which you purchased the
license. A key may enable the operation of more products than specified on the
certificate, but you are legally limited to the number of product licenses
purchased.

15
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Preinstallation

The VRTSvI i ¢ package executes Veritas product licensing. The following
commands and their manual pages are available on the system after VRTSvl i ¢
is installed:

vxlicinst installs alicense key for a Veritas product

vxlicrep displays currently installed licenses

vxlictest retrieves features and their descriptions encoded in a license

key

If you encounter problems while licensing your product, visit the Veritas
licensing support website at
http://www.veritas.com/buy/vLicense/vLicenseHome.jhtml.

Veritas products are installed under the / opt directory on the specified host
systems. Verify that the directory / opt exists and has write permissions for
root before starting the installation procedure. Do not make / opt a VxFS file
system.

Setting PATH and MANPATH environment variables

The software and online manual pages for the packages comprising SFCFS are
installed in several different directories. However, there are symbolic links to all
commands in the / opt / VRTS/ bi n directory, and symbolic links to all manual
pages in/ opt/ VRTS/ man. To make all SFCFS commands and manual pages
accessible when you do the installation, add / opt / VRTS/ bi n to your PATHand
/ opt / VRTS/ man to your MANPATH environment variables. Command line
examples in this guide assume these environment variables are set.

Secure communication

Establishing a secure communication between nodes is required to install and
configure a cluster. The ssh command provides a remote communication and a
greater level of security than the r sh command.

See the Veritas Storage Foundation and High Availability Solutions Getting
Started Guide.

Veritas Enterprise Administrator

The Veritas Enterprise Administrator (VEA) client can be installed and run on
any machine that supports the Java Runtime Environment.

VEA is required to access the graphical user interface (GUI) for Veritas Storage
Foundation. You can use the GUI to administer disks, volumes, file systems, and
database functionality on local or remote machines.

One of the following packages needs to be installed and running on the client:

m  Veritas Enterprise Administrator (VRTSobgui )


http://www.veritas.com/buy/vLicense/vLicenseHome.jhtml

Installing and configuring the product | 17
Prerequisites

Veritas Enterprise Administrator for Windows (Wi ndows/ VRTSobgui . nsi )
This is the client package for Windows.

Check the Veritas Storage Foundation Release Notes for any patch information
before you install VEA.

Requirements
The following are system recommendations for the GUI:

0S

Requirements

Windows XP, NT, ME, 2000, or | 300MHz Pentium with at least 256 MB of memory

98

Prerequisites

Each cluster node must be connected to the public network and each must have
a unique host name by which it can be addressed on the public network. The
local node from which you install does not have to be part of the cluster.

Provide the following information when installing the SFCFS:

The cluster name, beginning with a letter (a-z, A-Z).

A unique ID from 0-65535 for the cluster. Within the public subnet, a new
cluster using a duplicate cluster ID can cause existing clusters to fail.

The host names of the cluster nodes.

The device names of the network interface cards (NICs) used for the private
networks among nodes.

Establishing communication between nodes is required to install Veritas
software from a remote system, or to install and configure a cluster. The
node from which the installation utility is run must have permissions to run
rsh (remote shell) or ssh (secure shell) utilities as root on all cluster nodes
or remote systems.

See Veritas Storage Foundation and High Availability Solutions Getting
Started Guide.

Symantec recommends configuring the cluster with I/O fencing enabled. I/O
fencing requires shared devices to support SCSI-3 Persistent Reservations
(PR). Enabling I/O fencing prevents data corruption caused by a split brain
scenario.

The Storage Foundation Cluster File System is supported without I/0
fencing enabled. However, without I/0 fencing enabled, split brain
scenarios can result in data corruption.
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Installing the product

Installing the product

The product installer is the recommended method to license and install the
product. The installer also enables you to configure the product, verify
preinstallation requirements, and view the product’s description.

Note: Save a copy of / var/ adm ras/errtnplt and/etc/trcfnt files before
you install the product. If the packages fail to install due tothet enpl ate fil e
i s corrupted error message, replace / var/ adni ras/ errt npl t file and
/etc/trcfm file with the ones that you had saved, uninstall all the packages
installed, see “Uninstalling the product” on page 61 and reinstall, see “Installing
the product.”

At most points during an installation, you can type b (“back”) to return to a
previous section of the installation procedure. The back feature of the
installation scripts is context-sensitive, so it returns to the beginning of a
grouped section of questions. If an installation procedure hangs, use Control-c
to stop and exit the program. There is a short delay before the script exits.

The following sample procedure is based on the installation of a Veritas Storage
Foundation Cluster File System HA cluster with two nodes: “system01” and
“system02.” If you are installing on standalone systems only, some steps are
unnecessary, and these are indicated. Default responses are enclosed by
parentheses. Press Return to accept defaults.

Note: If you have obtained a Veritas product from an electronic download site,
the single product download files do not contain thei nst al | er installation
script, so you must use the product installation script to install the product. For
example, if you download Veritas Cluster File System, use the i nstal | sfcfs
script instead of the i nst al | er script.

To install the product
1 Login as superuser.

2 Insert the appropriate media disc into your system’s DVD-ROM drive
connected to your system.

3 Create a directory in which to mount the software disc and mount the disc
using the appropriate drive name. For example:
# nkdir -p /cdrom
# mount -V cdrfs -o ro /dev/cdX /cdrom
where x is the device number.
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Change directory to / cdr om
# cd /cdrom

Run theinstal | er command to install SFCFS. The i nst al | er script uses
ssh to communicate with remote nodes as default:

# ./linstaller
If you want to use rsh you must specify on the command line:

# ./installer -rsh

From the Installation menu, choose the | option for Install and select 6 the
Veritas Storage Foundation Cluster File System. You are prompted to
continue with the installation.

Enter y to continue with the installation.
Do you wish to continue with the installation? [y,n,q] (y)

Enter one or more system names to install SFCFS.
Enter the systemnanes separted by spaces on which to install
SFCFS: systenDl systenD2

Enter the license key for systemO1.
Enter a SFCFS |icense key for systenD1?

Enter y to accept another license key or enter n to proceed.
Do you want to enter another |icense key for systenD2?
[y,n,a] (n)
Enter 1, 2 or 3 to be installed on all systems.
Sel ect the filesets to be installed on all systens?
[1-3,0,?] (2)
Press Return to continue.
Press [Return] to continue:

Enter y for configuring SFCFS.
Are you ready to configure SFCFS? [y, n,q] (y)

Enter y or n for configuring I/O Fencing in enable mode.
W1l you be configuring |I/O Fencing in enabled node?
[y,n,a,?] (y)

See VCS Administration Guide.

19
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15 Answer the information about the cluster:

Enter the unique cluster nane: [?]
Enter the unique Cluster |ID nunber between 0-65535: [b, ?]

Di scovering NICs on systenDl ......... di scovered en0,
enl, en2

Enter the NIC for the first private heartbeat link on
systenDl: [b, ?]

Woul d you like to configure a second private heartbeat |ink?
[y.,n a,b,?] (y)

Enter the NIC for the second private heartbeat |ink on
systenD1l: [b, ?]

Are you using the sane NICs for private heartbeat |inks on
all systenms? [y,n,q,b,?] (y)

Is this information correct? [y,n,q] (y)

16 Entery or n to configure SFCFS to use Veritas Security Services.
Woul d you like to configure SFCFS to use Veritas Security
Services? [y,n,q] (n)

17 Entery or n to set the username and password. the Cluster Monitor.
Do you want to set the usernanme and/or password for the Admin
user (default usernane = ‘admin’, password= ‘password )?
[y.n al (n)

18 Entery or n to add another user to the cluster.
Do you want to add another user to the cluster? [y,n,q] (y)

19 Entery if the information is correct.
Is this information correct? [y,n,q] (y)

20 Entery or n to configure SMTP notification.
Do you want to configure SMIP notification? [y,n,q] (y)

21 Entery or n to configure SNMP notification.
Do you want to configure SNVP notification? [y,n,q] (y)

22 Entery to set up a default disk group or n to continue.
Do you want to set up a default disk group for each systen?
[y,n,q,?] (y)

23 Entery to accept the fully qualified domain name.
Is the fully qualified hostnanme of system “systenDl” =
systenDl1. veritas.conf? [y, n,q]

24 Entery to accept the fully qualified domain name.

Is the fully qualified hostnane of sytem “systenD2” =
systenD2.veritas.com? [y, n,q]
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25 Entery or n to configure Storage Foundation Management Server
Management.

Enabl e Storage Foundati on nanagenent Server Mangenent?
[y.n,al (y)

Starting SFCFS: 100%
Configuring CFS agents for SFCFSHA:

Confirm ng VxVM configuration daenons startup..... All
systens Enabl ed

Starting CFS agents. .. ... ... ... Started
You declined to set up the nane of the default disk group
for systenD1.

You declined to set up the nanme of the default disk group for
systenD2.

Installation log files, sunmary file, and response file are
saved at:

/opt/VRTS/install/logs/installer-30 bjC

See the Storage Foundation Cluster File System
Adm nistrator's Guide for nore information.

When installer installs software, some software may be applied
rather than conmtted. It is the responsibility of the system
administrator to commit the software, which can be perforned
later with the -c option of the installp command.

Using the log files

After product installation, the installation scripts create three text files in the
/opt/ VRTS/install/l ogs directory. Do not remove the log files until the
Veritas products are working properly on your system. Technical Support will
need these log files for debugging purposes.

Installation log file

The installation log file contains commands executed during the procedure, the
output, and any errors generated by the commands. This file is for debugging
installation problems and can be used by Veritas Technical Services.

21
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Response file

Summary file

The response file contains the configuration information entered during the
procedure. The response file can be used for future installations by invoking an
installation script with the r esponsefi | e option. The response file passes
arguments to the script to automate the installation. This file can be edited to
automate installation of additional systems.

The summary file contains output of the Veritas product installation scripts.
This file shows which products were installed, where the log and response files
are for a particular installation, and the messages displayed at the end of
installation.

Verifying the configuration files

You can inspect the contents of the configuration files that were installed and
modified after a successful installation process. These files reflect the
configuration based on the information you supplied.

To verify the configuration files
1 Login as superuser to any system in the cluster.

2 Set up your environment PATH variable.
# export PATH=$PATH: / sbi n:/usr/sbin:/opt/VRTS/ bin

Low Latency Transport configuration files

The following files are required by the VCS communication services for Low
Latency Transport (LLT).

/etc/llthosts

The file | | t host s(4) is a database, containing one entry per system, that links
the LLT system ID (in the first column) with the LLT host name. This file is
identical on each system in the cluster.

For example, the file / et ¢/ | | t host s contains entries that resemble:

0 systenDl1
1 systenD2
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/etc/lIttab

The file | | t t ab(4) contains information that is derived during installation and
used by the utility | | t conf i g(1M). After installation, this file lists the network
links that correspond to the specific system.
For example, the file / et ¢/ | | t t ab contains entries that resemble:

set-node systenDl

set-cluster 100

link enl /dev/dlpi/en:1 - ether - -

link en2 /dev/dlpi/en:2 - ether - -
The first line identifies the local system name. The second line identifies the
cluster (that is, the cluster ID you entered during installation). The next two
lines, beginning with the | i nk command, identify the two network cards used
by the LLT protocol.

See the | | t t ab(4) manual page.

The manual page describes the ordering of the directives inthe | | t t ab file.

Checking Low Latency Transport operation

Use thel | t st at command to verify that links are active for LLT. This command
returns information about the links for LLT for the system on which it is typed.
See the I | t st at (1M) manual page.

In the following example, | | t st at - n is typed on each system in the cluster.

To check LLT operation

1 Loginto systemO1.
# lltstat -n

Output resembles:
LLT node information:

Node State Li nks
* 0 systenDl OPEN 2
1 syst enD2 OPEN 2

2 Loginto system02.
# lltstat -n

Output resembles:
LLT node information:

Node State Li nks
0 systenDl OPEN 2
* 1 syst enD2 OPEN 2

Note: Each system has two links and that each system is in the OPEN state. An
asterisk (*) denotes the system on which the command is typed.
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With LLT configured correctly, the output of | | t st at - n shows all of the
systems in the cluster and two links for each system. If the output shows
otherwise, you can use the verbose option of | | t st at . For example, type
Iltstat -nvv | nore on asystem to view additional information about
LLT. In the following example, | | t st at - nvv | nore is typed on a system in
a two-node cluster.

Log into systemO1.
# lltstat -nvv | nore

Output resembles:

Node State Li nk St atus Addr ess
*0 systenDl OPEN en2 uP 00: 02: 55: EF: 12: 69
en0 uP 00: 09: 6B: 3E: 35: 9F
1 systenD2 OPEN en2 uP 00: 02: 55: EF: 12: 00
en0 uP 00: 09: 6B: 3E: 3A: E9
2 CONNWAI T
en2 DOAN
en0 DOWN
3 CONNWAI T
en2 DOAN
en0 DOAN
31 CONNWAI T
en2 DOWN
en0 DOAN

Note: The output lists 32 nodes. It reports on the two cluster nodes,
systemO1 and system02, plus non-existent nodes. For each correctly
configured system, the information shows a state of OPEN, a status for each
link of UP, and an address for each link. However, in the example above, the
output shows that for node system02, the private network may have failed,
or the informationin/ et ¢/ | | t t ab may be incorrect.

To obtain information about the ports open for LLT, typel | t st at - p on
any system. In the following example, | | t st at - p is typed on one system
in the cluster.



Installing and configuring the product
Verifying the configuration files

4 Loginto systemOl.
# lltstat -p

Output resembles:

LLT port information:
Por t Usage Cooki e
0 gab 0x0

opens: 013456789 10 11 12 13...
connects: 01

Note: The two systems with node ID’s 0 and 1 are connected.

See “/etc/llthosts” on page 25.

Group Membership and Atomic Broadcast configuration files

The following files are required by the VCS communication services for Group
Membership and Atomic Broadcast (GAB).

/etc/gabtab

After installation, the file / et ¢/ gabt ab contains a gabconf i g(1M) command
that configures the GAB driver for use.

The file / et c/ gabt ab contains a line that resembles:
/ sbin/gabconfig -¢c -n N
where the - ¢ option configures the driver for use and - n N specifies that the

cluster will not be formed until at least N systems are ready to form the cluster.
N is the number of systems in the cluster.
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Checking Group Membership and Atomic Broadcast operation

This section describes how to check GAB operation.

To check GAB operation

= Enter the following command on each node in the cluster.
# [/ sbin/gabconfig -a
If GAB is operational, the following output displays with GAB port
membership information:
GAB Port Menbershi ps

Port a gen 1bbf 01 nmenbership 01

Port b gen 1bbf 06 menbership 01

Port f gen 1bbf Of menbership 01

Port h gen 1bbf 03 nmenbership 01

Port v gen 1bbf Ob menbership 01

Port w gen 1bbf 0d menbership 01
If GAB is not operational, the following output display with no GAB port
membership information:

GAB Port Menbershi ps

See the Veritas Cluster Server User’s Guide.
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Checking cluster operation

This section describes how to check cluster operation.

To check cluster operation

1  Enter the following command on any system:
# hastatus -sumary
The output for an SFCFS HA installation resembles:
-- SYSTEM STATE

-- System State Frozen
A systenDl RUNNI NG 0

A systenD2 RUNNI NG 0

-- GROUP STATE

-- Goup System Probed Aut oDi sabl ed State

B cvm systenDl Y N ONLI NE
B cvm systenD2 Y N OFFLI NE

Note: If the State value is running, VCS is successfully installed and running on
that node. The group state lists the cvm group, which is online on system01 and
offline on system02.

See the hast at us(1M) manual page.

See the Veritas Cluster Server User’s Guide.

2 Enter the following command on any systems:
# hasys -displ ay

The example on the next page shows the output of syst enD1. The list
continues with similar information for syst enD2 (not shown) and any
other systems in the cluster. On each system, the output should be similar.
For more information on the hasys - di spl ay command, see the hasys(1M)
manual page. Also refer to the chapter in the Veritas Cluster Server User’s
Guide, “Administering VCS From the Command Line.”

#System Attribute Value
systenD1 Agent sSt opped 0
systenDl Avai | abl eCapacity 100

systenDl CPUUsage 0

systenDl CPUUsageMoni t ori ng Enabl ed O ActionThreshold 0O
ActionTineLimt O Action NONE
Noti fyThreshold O NotifyTi meLimt
0
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#System

systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenD1
systenD1
systenD1
systenDl1

systenD1

Attribute
Capacity
Confi gBl ockCount
Confi gCheckSum
Confi gDi skSt ate
ConfigFile
Confi gl nf oCnt
Conf i gModDat e
ConfigState
CurrentLimts
Di skHbSt at us
Dynani cLoad
Engi neRest art ed
Engi neVer si on
Frozen
GUI | PAddr
LLTNodel d

Li censeType
Limts

Li nkHbSt at us

LoadTi meCount er

LoadTi meThr eshol d

LoadWar ni ngLeve
NoAut oDi sabl e
Nodel d

OnG pCnt

Shut downTi meout
SourceFil e

Syslinfo

Value

100

120

21886

CURRENT

/ et c/ VRTSvcs/ conf/config

0

Thu Apr 13 18:05:11 2006

Down

5.0.00.0

0

PERVANENT_SI TE

enl UP en2 UP
0

600

80

0

0

1

120

./ main. cf

Al X: systenD1, 5, 2, 000522C7A4C00
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systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl
systenDl

systenDl
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Attribute Value
SysNane systenDl
SysState RUNNI NG
Syst enlLocati on

Syst enOwner

TFrozen 0

TRSE 0
UpDownSt at e Up

User | nt 0

User Str

VCSFeat ur es NONE
VCSMode VCS

Verifying agent configuration

This section describes how to verify the agent configuration.

To verify the agent configuration

m  Enter the cluster status command from any node in the cluster:
# cfscluster status
Output resembles:

Node : systenDl1
Cluster Manager : running
CVM state :running

No nmount point registered with cluster configuration

Node : systenD2
Cluster Manager : running
CVM st ate :running

No nmount point registered with cluster configuration

Synchronizing time on Cluster File Systems

SFCFS requires that the system clocks on all nodes are synchronized using some
external component such as the Network Time Protocol (NTP) daemon. If the

nodes are not in sync, timestamps for change (ct i me) and modification (nt i me)
may not be consistent with the sequence in which operations actually happened.
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Configuring VCS

main.cf file

Configuring VCS means conveying to the VCS engine the definitions of the
cluster, service groups, resources, and resource dependencies. VCS uses two
configuration files in a default configuration:

s The mai n. cf file defines the entire cluster.

s Thetypes. cf file defines the resource types.

By default, both files reside in the directory / et ¢/ VRTSvcs/ conf/ confi g.
Additional files similar to t ypes. cf may be present if agents have been added,
such as Or acl et ypes. cf.

In a VCS cluster, the first system to be brought online reads the configuration
file and creates an internal (in-memory) representation of the configuration.
Systems brought online after the first system derive their information from
systems running in the cluster. You must stop the cluster while you are
modifying the files from the command line. Changes made by editing the
configuration files take effect when the cluster is restarted. The node on which
the changes were made should be the first node to be brought back online.

The VCS configuration file mai n. cf is created during the installation
procedure. After installation, the mai n. cf file contains the base definitions of
the cluster and its nodes. Additionally, the file t ypes. cf listed in the include
statement defines the bundled agents for VCS resources.

See the Veritas Cluster Server User's Guide.
A typical VCS configuration file for SFCFS file resembles:

include "types.cf"
include "CFSTypes. cf"
i ncl ude "CVMIypes. cf"

cluster cfs_cluster (
UserNanes = { adm n = blJbl D FJeJJhRJdI G }
Administrators = { adnmin }
Hacl i User Level = COMVANDROOT

)

system systenDl (
)

system systenD2 (
)

group cvm (
Systeniist = { systenDl = 0, systenD2 =1}
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Aut oFai | Over = 0

Parallel =1

AutoStartList = { systenDl, systenD2 }
)

CFSf sckd vxfsckd (
)

CVMCl uster cvmclus (
CVMCl ust Nane = cf scl uster
CvMNodel d = { systenDl = 0, systenD2 =1}
CVMIT ansport = gab
CVMTi neout = 200

)

CvMWxconfigd cvmvxconfigd (
Critical =0
CvMvxconfi gdArgs = { syslog }
)

cvmclus requires cvmvxconfigd
vxfsckd requires cvmclus

resource dependency tree

group cvm
{
CFSf sckd vxfsckd
{
CVMCl ust er
cvm cl us
{
CVMvxconfi gd
cvm vxconfigd
}
}
}

If you configured VCS Cluster Manager (Web Console), a service group,
“ClusterService,” was created that includes IP, Process, and Notifier resources.
These resources were configured according to information you provided during
the installation procedure. A resource dependency was also created.
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VCS application failover services

If you installed SFCFS HA, you can begin implementing the application
monitoring failover services provided by the Veritas Cluster Server. Information
about setting up VCS services is beyond the scope of this document.

See the Veritas Cluster Server documentation.



Upgrading the product

If you are running an earlier release of Veritas Storage Foundation Cluster File
System, you can upgrade your product using the procedures described in this
chapter.

Topics covered in this chapter include:

m  Preparing to upgrade the product

m  Overview of procedures

»  Ensuring the file systems are clean (full only)
m  Performing the upgrade (phased or full)

m  Making the file systems clean
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Preparing to upgrade the product

This section prepares you for the Veritas Storage Foundation Cluster File
System upgrade.

Planning the upgrade
Complete the following tasks in advance of upgrading:

m  Review the Veritas Storage Foundation Cluster File System Release Notes for
any late-breaking information on upgrading your system.

m  Be sure that the administrator doing the upgrade has root access and a
working knowledge of system administration.

m  Schedule sufficient outage time for the upgrade.

m  Make sure you have upgraded all the file systems to disk layout Version 6,
before you upgrade SFCFS to 5.0. Disk layout Version 7 is the recommended
version for SFCFS 5.0.

See vxupgr ade(1M), vxconver t (1M), and f sadn{1M).
See the Veritas File System Administrator’s Guide.

= Verify all the file systems are working fine and data is intact.
See cf snount (1M).

Upgrade paths

The upgrade paths for Veritas Storage Foundation Cluster File System are:

From Upgrade to Tasks

Storage Foundation Storage Foundation Proceed to “Overview of
Cluster File System 1.0 Cluster File System 5.0 procedures” on page 37.
MP3

Any Storage Foundation | Storage Foundation Proceed to “Overview of
Cluster File System 4.0 Cluster File System 5.0 procedures” on page 37.
MP3
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Overview of procedures

There are two ways to upgrade cluster nodes to the latest version of Storage
Foundation Cluster File System: phased and full.

The upgrade procedures apply to both the phased and full upgrade procedures
unless otherwise noted. Occasionally, steps differ between the two procedures.
Screen output is also common between both procedures unless otherwise noted.

Note: Both procedures automatically uninstall the previous version of the
software.

Phased upgrade

Full upgrade

A phased upgrade minimizes downtime by upgrading portions of the cluster,
one at a time. Although the entire cluster is offline for a shorter period than a
full upgrade, this method requires command-line interaction and some manual
configuration.

The stages of the phased upgrade procedure are:
1 Select two or more nodes to upgrade.
2 Install the new version.

3  Shut down VCS on remaining non-upgraded nodes and ensuring the file
systems are clean.

4 Reboot the upgraded nodes.

5 Install the new version on each remaining node and reboot them.

Note: Each phase of the phased upgrade should be performed on more than one
node of the cluster. A phased upgrade should not be performed from one of the
nodes in the cluster.

A full upgrade upgrades the product on the entire cluster and the cluster
remains offline for the duration of the procedure. Minimal command-line
interaction and some manual configuration are required.

The stages of the full upgrade procedure are:
1 Ensuring the file systems are clean.

2 Install the new version.
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3 Reboot the upgraded nodes.

Ensuring the file systems are clean (full only)

Before upgrading to SFCFS 5.0, ensure that the file systems are clean. To ensure
that the logs have been replayed and the file systems are marked clean:

To ensure the file systems are clean

1 Login as superuser onto any node in the cluster.

2 Offline the group on each node of the cluster:
# hagrp -offline group -sys systenDl
# hagrp -offline group -sys systenD2
# hagrp -offline group -sys systenD3
# hagrp -offline group -sys systenD4

where gr oup is the VCS service group that has the CVMVolDg and
CFSMount resource.

Note: Repeat step 2 for each SFCFS service group.

3 Check and repair each file system:
# fsck -V vxfs /dev/vx/dsk/di skgroup/vol une

Note: Repeat step 3 for each file system.
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Performing the upgrade (phased or full)

This section describes how to upgrade for phased or full.

If you are performing a phased upgrade, select one or more nodes to upgrade.

To perform the upgrade

1
2
3

Log in as superuser.
Insert the appropriate media disc into your system’s DVD-ROM drive.

If volume management software is running on your system, the software
disc automatically mounts as/ nmt / cdr om
If volume management software is not available to mount the CD-ROM, you
must mount it manually, enter:

# nkdir -p /mt/cdrom

# mount -V cdrfs -o ro /dev/cdO /mt/cdrom
Change to the top-level directory on the disc:

# cd /mt/cdrom

Verify there are no VXFS file systems mounted on the nodes being upgraded:
# mount | grep vxfs

a If any VXFS file systems are mounted, offline the group on each node of
the cluster:
# hagrp -offline group -sys systenDl
# hagrp -offline group -sys systenD2
# hagrp -offline group -sys systenD3
# hagrp -offline group -sys systenD4

where gr oup is the VCS service group that has the CVMVolDg and
CFSMount resource.

b  Repeat step a for each SFCFS service group.

If performing a phased upgrade, start the installation procedure from the
node selected in the cluster. In the following example the phased upgrade is
performed on one node in a four-node cluster.

Note: Ensure that the HAD daemon of VCS is running on all nodes selected
for the upgrade.

# ./linstallsfcfs systenDl systenD2
a  Press Return.
If performing a full upgrade, start the installation from any node in the

cluster.
# ./linstallsfcfs
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10

11
12
13
14

15

16

17

a  Pressy toupgrade the cluster configuration.
Press Return to begin installing infrastructure packages.
Press Return to begin license verification.

Press Return to begin the uninstall. The uninstall utility checks the system’s
uninstallation requirements and identifies packages, patches and
dependencies.

Note: The output can be extensive and exceed 100 lines, depending on your
configuration.

If VCS is running you are prompted to upgrade and reset the VCS password.
To ensure security, passwords are not written to the install log.

installsfcfs nmust now make configuration updates and stop
the cluster before upgradi ng VCS packages.

Are you ready to begin the Cluster Server upgrade at this
time? [y,n,q]

Entery.
At the prompt, enter your new password.
Reenter your new password.

Output shows information that Cluster Server must be started on a running
system. Enter y to continue.

Press Return to begin removing the previous packages and installing the
new.

Press Return again for summary information about logs and reboots.

Note: Do not remove the log files until the Veritas products are working
properly on your system. Technical Support will need these log files for
debugging purposes.

If performing a phased upgrade, proceed to “Shutting down VCS (phased
only)” on page 42.

If performing a full upgrade, proceed to “Updating the configuration and
confirm startup (phased or full)” on page 43.
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Shutting down VCS (phased only)

Shutdown VCS on remaining nodes that are not being upgraded to preventing
them from rejoining the cluster.

To shut down the cluster

1
2

Separate the nodes that are not being upgraded from those that are.

Check to see if there are frozen CVM and SFCFS groups, enter

# [ opt/ VRTSvcs/ bi n/ hast atus -sum
If the groups are frozen, unfreeze CVM and SFCFS groups using the
following commands for each group:

a  Make configuration read/write:
# [ opt/ VRTSvcs/ bi n/ haconf - nakerw

b  Unfreeze the group:
# /opt/ VRTSvcs/ bi n/ hagrp -unfreeze group -persistent

¢ Save the configuration:
# [ opt/ VRTSvcs/ bi n/ haconf -dunp -makero

Offline the group on each of the remaining nodes of the cluster:
# hagrp -offline group -sys systenDl
# hagrp -offline group -sys systenD2
# hagrp -offline group -sys systenD3
# hagrp -offline group -sys systenD4

where gr oup is the VCS service group that has the CVMVolDg and
CFSMount resource.

Note: Repeat step 2 for each SFCFS service group.

Check and repair each file system:
# fsck -V vxfs /dev/vx/dsk/di skgroup/ vol ume

Note: Repeat step 3 for each file system.

On each node that is not being upgraded, shutdown VCS, enter the following
commands:

# [ opt/ VRTSvcs/ bi n/ hastop -1 ocal

# /etc/rc.d/rc2.d/ S97vxfen stop

# [/ opt/ VRTS/ bi n/ fscl ustadm cf sdeini t

# /etc/rc.d/rc2.d/ S92gab stop

# /letc/rc.d/rc2.d/S70l1t stop

Proceed to “Updating the configuration and confirm startup (phased or
full).”
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Updating the configuration and confirm startup (phased or full)

Perform the following steps on each upgraded node.

To update the configuration and confirm startup

1 Remove the/ et c/ VRTSvcs/ conf/ confi g/. st al e file, if it exists.
#rm-f /etc/VRTSvcs/ conf/config/.stale

2 Reboot the upgraded nodes.
# reboot

3  After the nodes reboot, verify that LLT is running:
# lltconfig
LLT is running
4  Verify GAB is configured:
# gabconfig -1 | /usr/bin/grep 'Driver.state' | \
[ usr/bin/grep Configured
Driver state : Configured
5 Verify VxVM daemon is started and enabled:
# [ opt/ VRTS/ bi n/ vxdct| node
node: enabl ed
6 Confirm all upgraded nodes are in a RUNNING state.

# [ opt/ VRTSvcs/ bi n/ hasys -state | /usr/bin/grep RUNNING | \
/usr/bin/we -1
1

7 Login as superuser.
8 Insert the appropriate media disc into your system’s CD-ROM drive.

9 If volume management software is running on your system, the software
disc automatically mounts as/ mt / cdr om
If volume management software is not available to mount the CD-ROM, you
must mount it manually, enter:
# nkdir -p /mt/cdrom
# mount -V cdrfs -o ro /dev/cdO /mt/cdrom
10 Change to the top-level directory on the disc:
# cd /mt/cdrom

11 Runi nstall sfcfs from any node in the cluster:
# ./linstallsfcfs -configure systenDl systenD2
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After the configuration is complete, the CVM and SFCFS groups may come
up frozen. To find out the frozen CVM and SFCFS groups, enter

# [ opt/ VRTS/ bi n/ hast atus -sum
If the groups are frozen, unfreeze CVM and SFCFS groups using the
following commands for each group:

a  Make configuration read/write:
# [/ opt/ VRTS/ bi n/ haconf -makerw

b  Unfreeze the group:
# [/ opt/ VRTS/ bi n/ hagrp -unfreeze group -persistent

¢ Save the configuration:
# [ opt/ VRTS/ bi n/ haconf -dunp -makero

If the CVM and SFCFS groups are offline, bring them online on all systems:

# /opt/ VRTS/ bi n/ hagrp -online group -sys systenDl
# [/ opt/ VRTS/ bi n/ hagrp -online group -sys systenD2

Note: If the SFCFS service groups do not come online then your file system
could be dirty. Proceed to “Making the file systems clean” on page 45.

If performing a phased upgrade, proceed to “Upgrading remaining nodes
(phased only)” on page 44.
If performing a full upgrade, proceed to step 7 on page 44.

Upgrading remaining nodes (phased only)

To upgrade remaining nodes

1
2
3

Log in as superuser.
Insert the appropriate media disc into your system’s CD-ROM drive.

Change to the st orage_foundati on_cluster file_systensfcfs
directory:
# cd /mt/cdrom sfcfs

Install SFCFS on the remaining nodes. Type:

# ./linstallsfcfs systenD3 systenD4
When upgrading the remaining nodes, you may be prompted that Cluster
Server should have been running during the initial upgrade.

Press y to continue and follow all the prompts.

Reboot the recently upgraded nodes. Type:

# reboot
Following the reboot, VCS configuration files are automatically updated to
match the files of the first group of upgraded nodes.
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10

11

12

13

14

15

Log in as superuser.
Insert the appropriate media disc into your system’s CD-ROM drive.

If volume management software is running on your system, the software
disc automatically mounts as/ mt / cdr om
If volume management software is not available to mount the CD-ROM, you
must mount it manually, enter:

# nkdir -p /mt/cdrom

# mount -V cdrfs -o ro /dev/cdO /mt/cdrom
Change to the top-level directory on the disc:

# cd /mt/cdrom

Runi nst al | sfcf s from any node in the cluster:
# ./linstallsfcfs -configure systenD3 systenD4

Check cluster status. Type:
# hastatus -summary

If you are configuring SFCFS for a fenced environment.
See the Veritas Cluster Server Administrator’s Guide.

See the Veritas Storage Foundation Cluster File System Administrator’s
Guide.

Verify the cluster protocol version, enter the following command that
displays the same on a running node:

# [ opt/ VRTS/ bi n/ vxdct| protocol version
If the cluster protocol version is less than 70, then it needs to be upgraded
to 70 for SFCFS 5.0.

Note: The cluster protocol version can only be updated on the master node.

One can upgrade the entire cluster using the following command on the
master node.
# [/ opt/ VRTS/ bi n/ vxdct| upgrade

Type the following command on one upgraded node to enable membership:
# gabconfig -xc
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Making the file systems clean

If you upgrade to SFCFS 5.0 and the file systems are dirty, you have to deport the
shared disk group and import it as non-shared. After the import, run f sck. f sck
should succeed. Then deport the disk group and import it back as shared.

To make the file systems clean

1
2

Log in as superuser onto the CVM master node.

If performing a full upgrade, offline the group on all the nodes in the cluster:
# hagrp -offline group -sys systenDl
# hagrp -offline group -sys systenD2
# hagrp -offline group -sys systenD3
# hagrp -offline group -sys systenD4
If performing a phased upgrade, offline the group:
# hagrp -offline group -sys systenDl
# hagrp -offline group -sys systenD2
where gr oup is the VCS service group that has the CVMVolDg and
CFSMount resource.

Deport the disk group:
# vxdg deport diskgroup

where di skgr oup is the SFCFS disk group.

Import the disk group:
# vxdg -C inport diskgroup
Start all the volumes in the disk group:
# vxvol -g diskgroup startall

Check and repair each file system:
# fsck -V vxfs /dev/vx/dsk/di skgroup/ vol ume

Note: Repeat step 3 for each file system.

Deport the disk group:
# vxdg deport diskgroup

Import the disk group:
# vxdg -s inport diskgroup

Start all the volumes in the disk group:
# vxvol -g diskgroup startall
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10 If performing a full upgrade, for all the resources that are faulted, run the

11

following command:

# hares -clear
# hares -clear
# hares -clear
# hares -clear

resource -sys systenDl
resource -sys systenD2
resource -sys systenD3
resource -sys systenD4

If performing a phased upgrade, for all the resources that are faulted, run
the following command:

resource -sys systenDl
resource -sys systenD2

# hares -clear
# hares -clear

If performing a full upgrade, online the group on all the nodes in the cluster:

# hagrp -online
# hagrp -online
# hagrp -online
# hagrp -online

group -sys
group -sys
group -sys
group -sys

systenD1
systenD2
systenD3
syst enD4

If performing a phased upgrade, online the group:
# hagrp -online group -sys systenDl
# hagrp -online group -sys systenD2



Chapter

Adding and removing a
node

This chapter provides information on how to add a node to an existing cluster
and removing a node from a cluster. Topics include:

»  Adding a node to a cluster
n  Configuring SFCFS and CVM agents on the new node

s Removing a node from a cluster
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Adding a node to a cluster

If you want to add a new node to a multi-node cluster, first prepare the new
system hardware. Physically connect the new system to the cluster using private
networks and attach to any shared storage. Then install the required OS
software.

See “Cluster platforms” on page 11.

To add a node to a cluster
1 Loginto the new system as superuser.

2 Create a directory in which to mount the software disc and mount the disc
using the appropriate drive name. For example:

# nkdir -p /cdrom
# mount -V cdrfs -0 ro /dev/cdX /cdrom

where x is the device number.

3 Add/opt/VRTS/ bi ntoyour PATHand/ opt / VRTS/ man to your MANPATH
environment variables

See “Setting PATH and MANPATH environment variables” on page 16.

4  Change to the SFCFS directory.
# cd sfcfs

5 Runtheinstal | sfcfs script with-i nstal | onl y option to install all the
required SFCFS packages on the new node.
# ./installsfcfs -installonly

6 Entery to install SFCFS on these systems.
Do you want to install SFCFS on these systens? [y, n,q] (Yy)

7  Enter the system name of the new node to install SFCFS.
Enter the systemnanes separted by spaces on which to install
SFCFS: systenD3

8 Enter a license key for system03.

Enter a SFCFS license key for systenD3:[?]
XXX XXX XXXK- XXXK- XXXXK- X
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Enter y or n for another license key. You are prompted to press Return to
continue.
Do you want to enter another |icense key for systenD3?
[y.n.g.?] (n)
Enter 1 or 2 to be installed on all systems.
Select the filesets to be installed on all systens?
[1-2,9.7] (2)
Press Return to continue.
Press [Return] to continue:

Note: Do not reboot the machine now.

Create the/ et c/ || tt ab file the same as it looks on another node in the
cluster.

a  Change the set-node line to the name of the new node and specify that
the LAN ports for the public and private networks are configured the
same as on the other cluster nodes:

set -node systenD3
set-cluster 100

b Copy/etc/llthosts from one other node of the cluster and add a

new line to it with the name of this node.

¢ Copythesamel | t host s file to all nodes of the cluster.
See “/etc/llttab” on page 23.
link enl /dev/dlpi/en:1 - ether - -
link en2 /dev/dlpi/en:2 - ether - -
Create/ et ¢/ gabt ab file the same as it is on another node in the cluster.
See “/etc/gabtab” on page 25.
For example,
/ sbi n/ gabconfig -¢c -n 3
There is no need to reboot the other nodes, just update the / et c/ gabt ab
file on the other nodes in the cluster.

Reboot the system that has been added.
# /usr/sbin/shutdown -r now

Start VxVM on the system that has been added.
# vxinstall

After starting VxVM, proceed to “Configuring SFCFS and CVM agents on the
new node.”
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Configuring SFCFS and CVM agents on the new node

You must configure the SFCFS and CVM agents, after rebooting the new system.

To configure SFCFS and CVM agents on the new node

1

Verify if / et ¢/ VRTSvcs/ conf/ confi g/ . st at e file is present, before
starting VCS.
If / et ¢/ VRTSvcs/ conf/ confi g/ . st at e file is not present, enter:

# touch /etc/VRTSvcs/ conf/config/.state

Start the VCS server and vxf en on system03.
a Usehastart on systemO3 for starting the VCS server.

b  For starting vxf en in the disable mode, run the following commands on
systemO03:
# echo vxfen_node=di sabl ed > /etc/vxfennode
# letc/init.d/ vxfen.rc start
¢ For starting vxf en in the enabled mode:

= Copy the following files from one of the existing cluster nodes to
systemO03:
/ et ¢/ vxf ennode
/ et c/ vxf endg
= Run the following command:
# /letc/init.d/vxfen.rc start

Check that there are no service groups dependent on CVM, such as SFCFS,
that are still online:

# hagrp -dep cvm
If there are any dependencies, take them offline, then take the CVM service
group offline:

# hagrp -offline cvm-sys systenDl1

# hagrp -offline cvm -sys systenD2
Open the VCS configuration for writing:

# haconf —makerw

Add the new node to the CVM system list and specify a failover priority of
Zero:

# hagrp —odify cvm Systenli st -add systenD3 X
where Xis one more than the index of the last system in System list of CVM
service group in/ et ¢/ VRTSvcs/ conf/ confi g/ mai n. cf.

Add the new node to the CVM AutoStartList:
# hagrp —Aodify cvm AutoStartLi st systenDl systenD2 systenD3



10

11

12

13

14

Adding and removing a node
Configuring SFCFS and CVM agents on the new node

Node ID can be obtained from CvMNodel d of
/ et c/ VRTSvcs/ conf/ confi g/ mai n. cf . Add the new node, syst en03,
and its node ID, #, to the cvm cl ust resource:

# hares —pdify cvmclus CV/MNodeld -add systenD3 2

Write the new VCS configuration to disk:
# haconf —dunp -nakero

Put the CVM resources back online, in the following order:

# hagrp -online cvm -sys systenDl1
# hagrp -online cvm -sys systenD2
# hagrp -online cvm -sys systenD3

Check the system status to see whether the new node is online:

# hastatus —sum
-- SYSTEM STATE

-- System State Frozen

A systenD1 RUNNI NG 0

A syst enD2 RUNNI NG 0

A systenD3 RUNNI NG 0

-- GROUP STATE

-- Group System Probed Aut oDi sabl ed State
B cvm systenD1 Y N ONLI NE
B cvm syst enD2 Y N ONLI NE
B cvm syst enD3 Y N ONLI NE

Add shared disk groups to the cluster configuration:
# cfsdgadm add cfsdg systenD3=sw

Create a/ mt on system03 and run the following commands:
# cfsmtadm nodify /mt add systenD3=rw
Refer to cf s)mt admman page for more details.

Use cf snount command to cluster mount / mt back on all the nodes:
# cfsmount /mmt
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Removing a node from a cluster

This section describes how to remove a node from a cluster. As in previous
examples, the following removes the system system03 from a three-node
cluster. The procedure can be done from any node remaining in the cluster or
from a remote host.

To remove a node from a cluster
1 Login as superuser on a node other than system03.

2 Stop all the cluster components:
# cfscluster stop -f systenD3

3 Open the VCS configuration for writing:
# haconf -makerw

4 Remove systemO03 from the system list attribute of the CVM and SFCFS
service groups:

# hagrp -nodify service_group Systenlist -delete systenD3
# hagrp -nodify cvm SystenlListf -delete systenD3

where ser vi ce_gr oup is the command that displays the service groups by
hagrp -dep cvm

If an error message similar to the following is displayed by either of the
above commands:

VCS: 10456: Confi guration nust be ReadWite. (’hagrp

-nodify ...

-del et e(0x10f) ', Sysst at e=RUNNI NG, Channel =I PM Fl ags=0x0)
Repeat step 3 and the command that failed in step 4.

5  Write the new VCS configuration to disk:
# haconf -dunp - nakero

6 Edit/etc/11thosts ontheremaining nodes of the cluster, and remove the
entry corresponding to the node being removed.

7 Edit/ et c/ gabt ab on the remaining nodes of the cluster and edit the
gabconfi g command to reflect the correct and new number of nodes in the
cluster.

8 Login to system03 and remove the following files:
# rm/etc/vxfennode
# rm/etc/llthosts
#rm/etc/llttab
# rm/etc/gabtab

9 If fencing was enabled on the cluster, run the following commands:

# rm/etc/vxfentab
# rm/etc/vxfendg
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10 Reboot system03:
# [ usr/sbin/shutdown -r now

11 Change to thei nstal | directory:
# cd /opt/VRTS/install

12 From the scri pt s directory, run the uni nst al | sf cf s script and remove
SFCFS on system03:
# ./uninstallsfcfs
If you do not want to remove the Veritas Cluster Server software, enter n
when prompted to uninstall VCS.
See the Veritas Cluster Server Installation Guide, on the software disc.
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Uninstalling the product

If you need to uninstall SFCFS software. Use the uni nst al | sf cf s script.

To uninstall SFCFS HA

1

Log in as superuser.

Note: Do not use the hast op -force command to stop VCS.

Change directory to/ opt / VRTS/ i nst al | :
# cd /opt/VRTS/install

Run the uni nst al | sf cf s command to uninstall SFCFS. The
uni nst al | sf cf s script uses ssh to communicate with remote nodes as
default:
# ./uninstallsfcfs
If you want to use rsh you must specify on the command line:
# ./uninstallsfcfs -rsh

Enter the system names to uninstall SFCFS.
Enter the system nanes separated by spaces on which to
uni nstall SFCFS: systenDl systenD2

Enter y to uninstall SFCFS.
Are you sure you want to uninstall SFCFS? [y,n,q] (y)
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Troubleshooting and
recovery

Installation issues

If you encounter any issues installing SFCFS, refer to the following paragraphs
for typical problems and their solutions.

Incorrect permissions for root on remote system

The permissions are inappropriate. Make sure you have remote root access
permission on each system to which you are installing.
Checki ng comunication with systemdl ............... FAI LED
Rermote rensh/rcp perm ssions not avail able on: systenDl
Correct perm ssions and continue
Conti nue? [Y/N|
Suggested solution: You need to set up the systems to allow remote access using
ssh orrsh.

See the Veritas Storage Foundation and High Availability Solutions Getting
Started Guide.

Note: Remove remote shell permissions after completing the SFCFS installation
and configuration.
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Inaccessible system

The system you specified is not accessible. This could be for a variety of reasons
such as, the system name was entered incorrectly or the system is not available
over the network.
Checking comunication with systemd1 ................ FAI LED
System not accessible : systenDl
Suggested solution: Verify that you entered the system name correctly; use the
pi ng(1M) command to verify the accessibility of the host.

Storage Foundation Cluster File System problems

If there is a device failure or controller failure to a device, the file system may
become disabled cluster-wide. To address the problem, unmount file system on
all the nodes, then run a full f sck. When the file system check completes, mount
all nodes again.

Unmount failures

The unount command can fail if a reference is being held by an NFS server.
Unshare the mount point and try the unmount again.



Mount failures

Storage Foundation Cluster File System problems

Mounting a file system can fail for the following reasons:

The file system is not using disk layout Version 6 or 7.
The mount options do not match the options of already mounted nodes.

A cluster file system is mounted by default with the gi o option enabled if
the node has a Quick I/O for Databases license installed, even if the gi o
mount option was not explicitly specified. If the Quick I/O license is not
installed, a cluster file system is mounted without the gi o option enabled.
So if some nodes in the cluster have a Quick I/O license installed and others
do not, a cluster mount can succeed on some nodes and fail on others due to
different mount options. To avoid this situation, ensure that Quick I/0
licensing is uniformly applied, or be careful to mount the cluster file system
with the gi o/noqi o option appropriately specified on each node of the
cluster.

See the nount (1M) manual page.
A shared CVM volume was not specified.

The device is still mounted as a local file system somewhere on the cluster.
Unmount the device.

The f sck or nkf s command is being run on the same volume from another
node, or the volume is mounted in non-cluster mode from another node.

The vxf sckd daemon is not running. This typically happens only if the
CFSf sckd agent was not started correctly.

If mount fails with an error message:

vxfs mount: device al ready nounted,
The device is in use by nount , nkf s or f sck on the same node. This error
cannot be generated from another node in the cluster.

If this error message displays:
mount : sl ow
The node may be in the process of joining the cluster.

If you try to mount a file system that is already mounted without —o

cl ust er option (that is, not in shared mode) on another cluster node,
# mount -V vxfs /dev/vx/dsk/share/vol 01 /vol 01

The following error message displays:

vxfs mount: /dev/vx/dsk/share/vol01 is already nounted,
/vol 01 is busy, allowable nunber of nmount points exceeded,
or cluster reservation failed for the vol une
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Command failures

= Manual pages not accessible with the ran command. Set the MANPATH
environment variable as listed under “Setting PATH and MANPATH
environment variables” on page 16.

m  The nount, f sck, and nkf s utilities reserve a shared volume. They fail on
volumes that are in use. Be careful when accessing shared volumes with
other utilities such as dd, it is possible for these commands to destroy data
on the disk.

= Running some commands, such as vxupgr ade -n 7/vol 02, can generate
the following error message:

vxfs vxupgrade: ERROR not primary in a cluster file
system

This means that you can run this command only on the primary, that is, the
system that mounted this file system first.

Performance issues

Quick 1/0 File system performance is adversely affected if a cluster file system
is mounted with the gi o option enabled and Quick I/O is licensed, but the file
system is not used for Quick I/0 files. Because gi o is enabled by default, if you
do not intend to use a shared file system for Quick I/0, explicitly specify the
nogi o option when mounting.
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High availability issues

Network partition/jeopardy

Network partition (or split brain) is a condition where a network failure can be
misinterpreted as a failure of one or more nodes in a cluster. If one system in the
cluster incorrectly assumes that another system failed, it may restart
applications already running on the other system, thereby corrupting data. CFS
tries to prevent this by having redundant heartbeat links.

At least one link must be active to maintain the integrity of the cluster. If all the
links go down, after the last network link is broken, the node can no longer
communicate with other nodes in the cluster. Thus the cluster is in one of two
possible states. Either the last network link is broken (called a network partition
condition), or the last network link is okay, but the node crashed, in which case it
is not a network partition problem. It is not possible to identify whether it is the
first or second state, so a kernel message is issued to indicate that a network
partition may exist and there is a possibility of data corruption.

Jeopardy is a condition where a node in the cluster has a problem connecting to
other nodes. In this situation, the link or disk heartbeat may be down, so a
Jjeopardy warning may be displayed. Specifically, this message appears when a
node has only one remaining link to the cluster and that link is a network link.
This is considered a critical event because the node may lose its only remaining
connection to the network.

Caution: Do not remove the communication links while shared storage is still
connected.
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Low memory

Under heavy loads, software that manages heartbeat communication links may
not be able to allocate kernel memory. If this occurs, a node halts to avoid any
chance of network partitioning. Reduce the load on the node if this happens
frequently.

A similar situation may occur if the values in the/ et c/ I | t t ab files on all
cluster nodes are not correct or identical.



	Installation Guide
	Contents
	Installing and configuring the product
	Hardware overview
	Shared storage
	Fibre channel switch
	Cluster platforms

	Software components
	Preinstallation
	Release Notes
	Product licensing
	Setting PATH and MANPATH environment variables
	Secure communication
	Veritas Enterprise Administrator

	Prerequisites
	Installing the product
	Using the log files
	Installation log file
	Response file
	Summary file

	Verifying the configuration files
	Low Latency Transport configuration files
	Checking Low Latency Transport operation
	Group Membership and Atomic Broadcast configuration files
	Checking Group Membership and Atomic Broadcast operation
	Checking cluster operation

	Verifying agent configuration
	Synchronizing time on Cluster File Systems
	Configuring VCS
	main.cf file
	SFCFS HA Only

	VCS application failover services

	Upgrading the product
	Preparing to upgrade the product
	Planning the upgrade
	Upgrade paths

	Overview of procedures
	Phased upgrade
	Full upgrade

	Ensuring the file systems are clean (full only)
	Performing the upgrade (phased or full)
	Shutting down VCS (phased only)
	Updating the configuration and confirm startup (phased or full)
	Upgrading remaining nodes (phased only)

	Making the file systems clean

	Adding and removing a node
	Adding a node to a cluster
	Configuring SFCFS and CVM agents on the new node
	Removing a node from a cluster

	Uninstalling the product
	Troubleshooting and recovery
	Installation issues
	Incorrect permissions for root on remote system
	Inaccessible system

	Storage Foundation Cluster File System problems
	Unmount failures
	Mount failures
	Command failures
	Performance issues
	High availability issues




