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Introducing Veritas Cluster Server

What is a VCS cluster?

What is a VCS cluster?

Veritas Cluster Server (VCS) from Symantec connects multiple, independent
systems into a management framework for increased availability. Each system,
or node, runs its own operating system and cooperates at the software level to
form a cluster. VCS links commodity hardware with intelligent software to
provide application failover and control. When a node or a monitored
application fails, other nodes can take predefined actions to take over and bring
up services elsewhere in the cluster.

How VCS detects failure

VCS detects failure of an application by issuing specific commands, tests, or
scripts to monitor the overall health of an application. VCS also determines the

health of underlying resources supporting the application, such as file systems
and network interfaces.

VCS uses a redundant network heartbeat to discriminate between the loss of a
system and the loss of communication between systems. VCS also uses
SCSI3-based membership coordination and data protection for detecting failure
on a node and on fencing.

See “About cluster control, communications, and membership” on page 29.

How VCS ensures application availability

When VCS detects an application or node failure, VCS brings application
services up on a different node in a cluster. VCS virtualizes IP addresses and
system names, so client systems continue to access the application and are
unaware of which server they use.

~5

IP Address
Application

Storage Storage
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For example, in a 2-node cluster consisting of db-server1 and db-server2, a
virtual address may be called db-server. Clients access db-server and are
unaware of which physical server hosts the db-server.

About switchover and failover

Switchover and failover are the processes of bringing up application services on
a different node in a cluster.

Switchover A switchover is an orderly shutdown of an application and its supporting
resources on one server and a controlled startup on another server.

Failover A failover is similar to a switchover, except the ordered shutdown of
applications on the original node may not be possible, so the services are
started on another node.

19
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Can my application be clustered?

Can my application be clustered?

Most applications can be placed under cluster control provided the following
guidelines are met:

m  Defined start, stop, and monitor procedures.

m  Ability to restart in a known state.

m  Ability to store required data on shared disks.

m  Adherence to license requirements and host name dependencies.

Defined start, stop, and monitor procedures

The application to be clustered must have defined procedures for starting,
stopping, and monitoring.

Start procedure

Stop procedure

Monitor procedure

The application must have a command to start it and all resources it
may require. VCS brings up the required resources in a specific order,
then brings up the application using the defined start procedure.

For example, to start an Oracle database, VCS must know which
Oracle utility to call, such as sqlplus. VCS must also know the Oracle
user, instance ID, Oracle home directory, and the pfile.

An individual instance of the application must be capable of being
stopped without affecting other instances.

For example, killing all HTTPd processes on a Web server is
unacceptable because it would also stop other Web servers.

If VCS cannot stop an application cleanly, it may call for a more
forceful method, like a kill signal. After a forced stop, a clean-up
procedure may be required for various process- and
application-specific items that may be left behind. These items
include shared memory segments or semaphores.

The application must have a monitor procedure that determines if
the specified application instance is healthy. The application must
allow individual monitoring of unique instances.

For example, the monitor procedure for a Web server connects to the
specified server and verifies that it is serves Web pages. In a database
environment, the monitoring application can connect to the database
server and perform SQL commands to verify read and write access to
the database.

The closer a test comes to matching what a user does, the better the
test is in discovering problems. You should balance the level of
monitoring between ensuring that the application is up and
minimizing monitor overhead.
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Ability to restart the application in a known state

When the application is taken offline, it must close out all tasks, store data
properly on shared disk, and exit. Stateful servers must not keep that state of
clients in memory. States should be written to shared storage to ensure proper
failover.

Commercial databases such as Oracle, Sybase, or SQL Server are good examples
of well-written, crash-tolerant applications. On any client SQL request, the
client is responsible for holding the request until it receives acknowledgement
from the server. When the server receives a request, it is placed in a special redo
log file. The database confirms that the data is saved before it sends an
acknowledgement to the client. After a server crashes, the database recovers to
the last-known committed state by mounting the data tables and applying the
redo logs. This returns the database to the time of the crash. The client
resubmits any outstanding client requests that are unacknowledged by the
server, and all others are contained in the redo logs.

If an application cannot recover gracefully after a server crashes, it cannot run
in a cluster environment. The takeover server cannot start up because of data
corruption and other problems.

External data storage

The application must be capable of storing all required data and configuration
information on shared disks. The exception to this rule is a true shared nothing
cluster.

See “Shared nothing cluster” on page 49.

To meet this requirement, you may need specific setup options or soft links. For
example, a product may only install in /usr/local. This limitation requires one of
the following options: linking /usr/local to a file system that is mounted from
the shared storage device or mounting file system from the shared device on
/usr/local.

The application must also store data to disk rather than maintaining it in
memory. The takeover system must be capable of accessing all required
information. This requirement precludes the use of anything inside a single
system inaccessible by the peer. NVRAM accelerator boards and other disk
caching mechanisms for performance are acceptable, but must be done on the
external array and not on the local host.
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Licensing and host name issues

The application must be capable of running on all servers that are designated as
potential hosts. This requirement means strict adherence to licensing
requirements and host name dependencies. Changing host names can lead to
significant management issues when multiple systems have the same host name
after an outage. Custom scripting to modify a system host name on failover is
not recommended. Symantec recommends you configure applications and
licensing to run properly on all hosts.

Physical components of VCS

Nodes

A VCS cluster comprises of systems that are connected with a dedicated
communications infrastructure. VCS refers to a system that is part of a cluster
as anode.

Each cluster has a unique cluster ID. Redundant cluster communication links
connect systems in a cluster.

VCS nodes host the service groups (managed applications). Each system is
connected to networking hardware, and usually also to storage hardware. The
systems contain components to provide resilient management of the
applications, and start and stop agents.

Nodes can be individual systems, or they can be created with domains or
partitions on enterprise-class systems. Individual cluster nodes each run their
own operating system and possess their own boot device. Each node must run
the same operating system within a single VCS cluster.

Clusters can have from 1 to 32 nodes. Applications can be configured to run on
specific nodes within the cluster.

Shared storage

Storage is a key resource of most applications services, and therefore most
service groups. A managed application can only be started on a system that has
access to its associated data files. Therefore, a service group can only run on all
systems in the cluster if the storage is shared across all systems. In many
configurations, a storage area network (SAN) provides this requirement.

You can use I/O fencing technology for data protection. I/O fencing blocks
access to shared storage from any system that is not a current and verified
member of the cluster.

See “About cluster topologies” on page 39.



Introducing Veritas Cluster Server | 23
Logical components of VCS

Networking
Networking in the cluster is used for the following purposes:
m  Communications between the cluster nodes and the customer systems.

m Communications between the cluster nodes.

Logical components of VCS

VCS is comprised of several components that provide the infrastructure to
cluster an application.

Resources and resource dependencies

Resources are hardware or software entities that make up the application.
Resources include disk groups and file systems, network interface cards (NIC),
IP addresses, and applications.

Resource dependencies indicate resources that depend on each other because of
application or operating system requirements. Resource dependencies are
graphically depicted in a hierarchy, also called a tree, where the resources
higher up (parent) depend on the resources lower down (child).

Figure 1-1 shows the hierarchy for a database application.

Figure 1-1 Sample resource dependency graph

Application requires database and IP address.

Application
IP Address

Resource dependencies determine the order in which resources are brought
online or taken offline. For example, a disk group must be imported before
volumes in the disk group start, and volumes must start before file systems are
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mounted. Conversely, file systems must be unmounted before volumes stop, and
volumes must stop before disk groups are deported.

A parent is brought online after each child is brought online, and so on up the
tree, until finally the application is started. Conversely, to take a managed
application offline, you stop resources beginning at the top of the hierarchy. In
this example, the application is stopped first, followed by the database
application. Next the IP address and file systems can be stopped concurrently.
These resources do not have any resource dependency between them, and so on
down the tree.

Child resources must be online before parent resources can be brought online.
Parent resources must be taken offline before child resources can be taken
offline. If resources do not have parent-child interdependencies, they can be
brought online or taken offline concurrently.

Categories of resources

Different types of resources require different levels of control. In VCS there are
three categories of resources:

m  On-Off. VCS starts and stops On-Off resources as required. For example, VCS
imports a disk group when required, and deports it when it is no longer
needed.

m  On-Only. VCS starts On-Only resources, but does not stop them.
For example, VCS requires NFS daemons to be running to export a file
system. VCS starts the daemons if required, but does not stop them if the
associated service group is taken offline.

m  Persistent. These resources cannot be brought online or taken offline. For
example, a network interface card cannot be started or stopped, but it is
required to configure an IP address. A Persistent resource has an operation
value of None. VCS monitors Persistent resources to ensure their status and
operation. Failure of a Persistent resource triggers a service group failover.

Resource types

VCS defines a resource type for each resource it manages. For example, the NIC
resource type can be configured to manage network interface cards. Similarly,
all IP addresses can be configured using the IP resource type.

VCS includes a set of predefined resources types. For each resource type, VCS
has a corresponding agent, which provides the logic to control resources.

See “About agents in VCS” on page 27.
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Service groups

A service group is a virtual container that contains all the hardware and
software resources that are required to run the managed application. Service
groups allow VCS to control all the hardware and software resources of the
managed application as a single unit. When a failover occurs, resources do not
fail over individually— the entire service group fails over. If there is more than
one service group on a system, a group may fail over without affecting the
others.

Figure 1-2 Typical database service group

Application

IP Address

A single node may host any number of service groups, each providing a discrete
service to networked clients. If the server crashes, all service groups on that
node must be failed over elsewhere.

Service groups can be dependent on each other. For example a finance
application may be dependent on a database application. Because the managed
application consists of all components that are required to provide the service,
service group dependencies create more complex managed applications. When
you use service group dependencies, the managed application is the entire
dependency tree.

See “About service group dependencies” on page 426.

Types of service groups

VCS service groups fall in three main categories: failover, parallel, and hybrid.
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Failover service groups

A failover service group runs on one system in the cluster at a time. Failover
groups are used for most applications that do not support multiple systems to
simultaneously access the application’s data.

Parallel service groups

A parallel service group runs simultaneously on more than one system in the
cluster. A parallel service group is more complex than a failover group. Parallel
service groups are appropriate for applications that manage multiple
application instances running simultaneously without data corruption.

Hybrid service groups

A hybrid service group is for replicated data clusters and is a combination of the
failover and parallel service groups. It behaves as a failover group within a
system zone and a parallel group across system zones.

See “About system zones” on page 383.

A hybrid service group cannot fail over across system zones. VCS allows a switch
operation on a hybrid group only if both systems are within the same system
zone. If there are no systems within a zone for failover, VCS invokes the
nofailover trigger on the lowest numbered node. Hybrid service groups adhere
to the same rules governing group dependencies as do parallel groups.

See “About service group dependencies” on page 426.

See “nofailover event trigger” on page 466.

About the ClusterService group

The ClusterService group is a special purpose service group, which contains
resources that are required by VCS components. The group contains resources
for:

m Cluster Management Console
m Notification

m  wide-area connector (WAC) process, which is used in global clusters

The ClusterService group can fail over to any node despite restrictions such as
frozen. The ClusterService group the first service group to come online and
cannot be autodisabled. The group comes online on the first node that goes in
the running state. The VCS engine discourages taking the group offline
manually.
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About agents in VCS

Agents are multi-threaded processes that provide the logic to manage resources.
VCS has one agent per resource type. The agent monitors all resources of that
type; for example, a single IP agent manages all IP resources.

When the agent is started, it obtains the necessary configuration information
from VCS. It then periodically monitors the resources, and updates VCS with the
resource status.

The action to bring a resource online or take it offline differs significantly for
each resource type. For example, bringing a disk group online requires
importing the disk group. But, bringing a database online requires starting the
database manager process and issuing the appropriate startup commands.

VCS monitors resources when they are online and offline to ensure they are not
started on systems on which they are not supposed to run. For this reason, VCS
starts the agent for any resource that is configured to run on a system when the
cluster is started. If no resources of a particular type are configured, the agent is
not started. For example, if there are no Oracle resources in your configuration,
the Oracle agent is not started on the system.

Certain agents can identify when an application has been intentionally shut
down outside of VCS control.

For agents that support this functionality, if an administrator intentionally

shuts down an application outside of VCS control, VCS does not treat it as a

fault. VCS sets the service group state as offline or partial, depending on the
state of other resources in the service group.

This feature allows administrators to stop applications without causing a
failover. The feature is available for V51 agents.

See also “VCS behavior for resources that support the intentional offline
functionality” on page 388.

Agent functions

Agents carry out specific functions on resources. The functions an agent
performs are called entry points. For details on any of the following agent
functions, see the Veritas Cluster Server Agent Developer’s Guide.

m  Online—Brings a specific resource ONLINE from an OFFLINE state.

m  Offline—Takes a resource from an ONLINE state to an OFFLINE state.

m  Monitor—Tests the status of a resource to determine if the resource is
online or offline. The function runs at the following times:

m  During initial node startup, to probe and determine status of all
resources on the system.
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After every online and offline operation.

m  Periodically, to verify that the resource remains in its correct state.
Under normal circumstances, the monitor entry point is run every 60
seconds when a resource is online. The entry point is run every 300
seconds when a resource is expected to be offline.

m Clean—Cleans up after a resource fails to come online, fails to go offline, or
fails while in an ONLINE state. The clean entry point is designed to clean up
after an application. The function ensures that the host system is returned
to a valid state. For example, the clean function may remove shared
memory segments or IPC resources that are left behind by a database.

m  Action—Performs actions that can be completed in a short time and which
are outside the scope of traditional activities such as online and offline.
Some agents have predefined action scripts that you can run by invoking
the action function.

m  Info—Retrieves specific information for an online resource.
The retrieved information is stored in the resource attribute ResourcelInfo.
This function is invoked periodically by the agent framework when the
resource type attribute InfoInterval is set to a non-zero value. The
Infolnterval attribute indicates the period after which the info function
must be invoked. For example, the Mount agent may use this function to
indicate the space available on the file system.

Agent classifications

Bundled agents
Bundled agents are packaged with VCS. They include agents for Disk, Mount, IP,
and various other resource types.

See the Veritas Cluster Server Bundled Agents Reference Guide.

Enterprise agents

Enterprise agents control third party applications and are licensed separately.
These include agents for Oracle, Sybase, and DB2. Contact your sales
representative for more information.

Custom agents

Custom agents are agents that customers or by Symantec consultants develop.
Typically, agents are developed because the user requires control of an
application that the current bundled or enterprise agents do not support.

See the Veritas Cluster Server Agent Developer’s Guide.
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About the VCS agent framework

The VCS agent framework is a set of common, predefined functions that are
compiled into each agent. These functions include the ability to connect to the
VCS engine (HAD) and to understand common configuration attributes. The
agent framework frees the developer from developing functions for the cluster;
the developer can instead focus on controlling a specific resource type.

For more information on developing agents, see the Veritas Cluster Server Agent
Developer’s Guide.

About cluster control, communications, and membership

Cluster communications ensure that VCS is continuously aware of the status of
each system’s service groups and resources. They also enable VCS to recognize
which systems are active members of the cluster, which have joined or left the
cluster, and which have failed.

About the high availability daemon (HAD)

The VCS high availability daemon (HAD) runs on each system. Also known as
the VCS engine, HAD is responsible for:

m  building the running cluster configuration from the configuration files

m  distributing the information when new nodes join the cluster

m responding to operator input

m taking corrective action when something fails.

The engine uses agents to monitor and manage resources. It collects
information about resource states from the agents on the local system and
forwards it to all cluster members.

The local engine also receives information from the other cluster members to
update its view of the cluster. HAD operates as a replicated state machine (RSM).
The engine running on each node has a completely synchronized view of the
resource status on each node. Each instance of HAD follows the same code path
for corrective action, as required.

The RSM is maintained through the use of a purpose-built communications
package. The communications package consists of the protocols Low Latency
Transport (LLT) and Group Membership Services/Atomic Broadcast (GAB).

See “About inter-system cluster communications” on page 347.

The hashadow process monitors HAD and restarts it when required.
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About the HostMonitor daemon

VCS also starts HostMonitor daemon when the VCS engine comes up. The VCS
engine creates a VCS resource VCShm of type HostMonitor and a VCShmg
service group. The VCS engine does not add these objects to the main.cf file. Do
not modify or delete these components of VCS. VCS uses the HostMonitor
daemon to monitor the resource utilization of CPU and Swap. VCS reports to the
engine log if the resources cross the threshold limits that are defined for the
resources.

About Group Membership Services/Atomic Broadcast (GAB)

The Group Membership Services/Atomic Broadcast protocol (GAB) is
responsible for cluster membership and cluster communications.

m  Cluster Membership
GAB maintains cluster membership by receiving input on the status of the
heartbeat from each node by LLT. When a system no longer receives
heartbeats from a peer, it marks the peer as DOWN and excludes the peer
from the cluster. In VCS, memberships are sets of systems participating in
the cluster. VCS has the following types of membership:

m  Aregular membership includes systems that communicate with each
other across one or more network channels.

m A jeopardy membership includes systems that have only one private
communication link.

m  Daemon Down Node Alive (DDNA) is a condition in which the VCS high
availability daemon (HAD) on a node fails, but the node is running. In a
DDNA condition, VCS does not have information about the state of
service groups on the node. So, VCS places all service groups that were
online on the affected node in the autodisabled state. The service
groups that were online on the node cannot fail over. Manual
intervention is required to enable failover of autodisabled service
groups. The administrator must release the resources running on the
affected node, clear resource faults, and bring the service groups online
on another node.

m Cluster Communications
GAB'’s second function is reliable cluster communications. GAB provides
guaranteed delivery of point-to-point and broadcast messages to all nodes.
The VCS engine uses a private IOCTL (provided by GAB) to tell GAB that it is
alive.
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About Low Latency Transport (LLT)

VCS uses private network communications between cluster nodes for cluster
maintenance. The Low Latency Transport functions as a high-performance,
low-latency replacement for the IP stack, and is used for all cluster

communications. Symantec recommends two independent networks between all

cluster nodes. These networks provide the required redundancy in the

communication path and enable VCS to discriminate between a network failure

and a system failure. LLT has two major functions.

m  Traffic Distribution
LLT distributes (load balances) internode communication across all
available private network links. This distribution means that all cluster
communications are evenly distributed across all private network links

(maximum eight) for performance and fault resilience. If a link fails, traffic

is redirected to the remaining links.

m  Heartbeat

LLT is responsible for sending and receiving heartbeat traffic over network
links. The Group Membership Services function of GAB uses this heartbeat

to determine cluster membership.

About the I/0 fencing module

The I/0 fencing module implements a quorum-type functionality to ensure that
only one cluster survives a split of the private network. I/O fencing also provides

the ability to perform SCSI-3 persistent reservations on failover. The shared

disk groups offer complete protection against data corruption by nodes that are

assumed to be excluded from cluster membership.

See “About the I/0 fencing algorithm” on page 358.
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About security services

VCS uses the Symantec Product Authentication Service to provide secure
communication between cluster nodes and clients, including the Java and the
Web consoles. VCS uses digital certificates for authentication and uses SSL to
encrypt communication over the public network.

In secure mode:

VCS uses platform-based authentication.
VCS does not store user passwords.

All VCS users are system and domain users and are configured using
fully-qualified user names. For example, administrator@vcsdomain. VCS
provides a single sign-on mechanism, so authenticated users need not sign
on each time to connect to a cluster.

VCS requires a system in your enterprise to be configured as a root broker.
Additionally, all nodes in the cluster must be configured as authentication
brokers.

A root broker serves as the main registration and certification authority; it
has a self-signed certificate and can authenticate other brokers. The root
broker may be a system in the cluster. Symantec recommends having a
single root broker per domain, typically a datacenter, acting as root broker
for all products using Symantec Product Authentication Services. The root
broker is only used during initial creation of an authentication broker.

Authentication brokers serve as intermediate registration and certification
authorities. An authentication broker authenticates users, such as a login to
the cluster, or services, such as daemons running on application nodes. but
cannot authenticate other brokers. Authentication brokers have certificates
that are signed by the root. Each node in VCS serves as an authentication
broker.

Security credentials for the authentication broker must be obtained from
the root broker.

For secure communication, VCS components acquire credentials from the
authentication broker that is configured on the local system. The acquired
certificate is used during authentication and is presented to clients for the SSL
handshake.
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VCS and its components specify the account name and the domain in the
following format:

m  HAD Account

name = _HA_VCS_ (systemname)
domain = HA_SERVICES@ (fully gualified_system_name)

m  CmdServer

name = _CMDSERVER_VCS_ (systemname)
domain = HA_SERVICESQ (fully qualified system name)

For instructions on how to set up Security Services while setting up the cluster,
see the Veritas Cluster Server Installation Guide.

You can also enable and disable Security Services manually

See “Enabling and disabling Security Services” on page 279.

Components for administering VCS

VCS provides the following components to administer clusters:

Cluster Management Console

A Web-based graphical user interface for monitoring and administering the
cluster.

m Install the Cluster Management Console on cluster nodes to manage a single
cluster.

See “Administering the cluster from the Cluster Management Console” on
page 77.

m Install the Cluster Management Console on a management server outside
the cluster to manage multiple clusters.

See the Veritas Cluster Management Console Implementation Guide fore
more information.

Cluster Manager (Java console)

A cross-platform Java-based graphical user interface that provides complete
administration capabilities for your cluster. The console runs on any system
inside or outside the cluster, on any operating system that supports Java.
See“Administering the cluster from Cluster Manager (Java console)” on
page 133.

VCS command line interface (CLI)

The VCS command-line interface provides a comprehensive set of commands
for managing and administering the cluster.
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See “Administering the cluster from the command line” on page 231.
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Putting the pieces together

In this example, a two-node cluster exports an NFS file system to clients. Both
nodes are connected to shared storage, which enables them to access the
directories being shared. A single service group, NFS_Group, fails over between
System A and System B, as necessary.

The VCS engine, HAD, reads the configuration file, determines what agents are
required to control the resources in the service group, and starts the agents.
HAD uses resource dependencies to determine the order in which to bring the
resources online. VCS issues online commands to the corresponding agents in
the correct order.

The following figure shows the dependency graph for the service group
NFS_Group.

Figure 1-3 Dependency graph for the sample NFS group

VCS starts the agents for disk group, mount, share, NFS, NIC, and IP on all
systems that are configured to run NFS_Group. The resource dependencies are
configured as:

m  The /home file system (configured as a Mount resource), requires the disk
group (configured as a DiskGroup resource) to be online before mounting.

m  The NFS export of the home file system (Share) requires the file system to be
mounted and the NFS daemons (NFS) be running.

m  The high availability IP address, nfs_IP, requires the file system (Share) to
be shared and the network interface (NIC) to be up.

m  The NFSRestart resource requires the IP address to be up.
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m The NFS daemons and the disk group have no child dependencies, so they
can start in parallel.

m  The NIC resource is a persistent resource and does not require starting.

The service group can be configured to start automatically on either node in the
preceding example. It can then move or fail over to the second node on
command or automatically if the first node fails. On failover or relocation, VCS
starts offline the resources beginning at the top of the graph and start them on
the second node beginning at the bottom.
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Basic failover configurations

This section describes basic failover configurations, including asymmetric,
symmetric, and N-to-1.

Asymmetric or Active/Passive configuration

In an asymmetric configuration, an application runs on a primary, or master,
server. A dedicated redundant server is present to take over on any failure. The
redundant server is not configured to perform any other functions. In the
following illustration, a database application is moved, or failed over, from the
master to the redundant server.

Before Failover After Failover
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Application
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Figure 2-1 Asymmetric failover

This configuration is the simplest and most reliable. The redundant server is on
stand-by with full performance capability. If other applications are running,
they present no compatibility issues.
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Symmetric or Active/Active configuration

In a symmetric configuration, each server is configured to run a specific
application or service and provide redundancy for its peer. In this example, each
server runs one application service group. When a failure occurs, the surviving
server hosts both application groups.

Before Failover After Failover
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Application2

N1
Figure 2-2 Symmetric failover

Symmetric configurations appear more efficient in terms of hardware
utilization. In the asymmetric example, the redundant server requires only as
much processor power as its peer. On failover, performance remains the same.
In the symmetric example, the redundant server requires adequate processor
power to run the existing application and the new application it takes over.

Further issues can arise in symmetric configurations when multiple
applications running on the same system do not co-exist properly. Some
applications work well with multiple copies started on the same system, but
others fail. Issues can also arise when two applications with different I/0 and
memory requirements run on the same system.
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N-to-1 configuration

An N-to-1 failover configuration reduces the cost of hardware redundancy and
still provides a potential, dedicated spare. In an asymmetric configuration there
is no performance penalty. There there are no issues with multiple applications
running on the same system; however, the drawback is the 100 percent
redundancy cost at the server level.

Redundant Server

Figure 2-3 N-to-1 configuration

An N-to-1 configuration is based on the concept that multiple, simultaneous
server failures are unlikely; therefore, a single redundant server can protect
multiple active servers. When a server fails, its applications move to the
redundant server. For example, in a 4-to-1 configuration, one server can protect
four servers. This configuration reduces redundancy cost at the server level
from 100 percent to 25 percent. In this configuration, a dedicated, redundant
server is cabled to all storage and acts as a spare when a failure occurs.
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The problem with this design is the issue of failback. When the failed server is
repaired, all services that are hosted on the server must be failed back to the
server. The failback action frees the spare server and restores redundancy to the

cluster.
! T,

Redundant Server

Figure 2-4 N-to-1 failover requiring failback

Most shortcomings of early N-to-1 cluster configurations were caused by the
limitations of storage architecture. Typically, it was impossible to connect more
than two hosts to a storage array without complex cabling schemes and their
inherent reliability problems, or resorting to expensive arrays with multiple
controller ports.



44 | About cluster topologies
Advanced failover configurations

Advanced failover configurations

This section describes advanced failover configurations for VCS.

N + 1 configuration

With the capabilities introduced by storage area networks (SANs), you cannot
only create larger clusters, but can connect multiple servers to the same storage.

Figure 2-5 N+1 configuration

A dedicated, redundant server is no longer required in the configuration.
Instead of N-to-1 configurations, you can use an N+1 configuration. In advanced
N+1 configurations, an extra server in the cluster is spare capacity only.
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When a server fails, the application service group restarts on the spare. After
the server is repaired, it becomes the spare. This configuration eliminates the
need for a second application failure to fail back the service group to the
primary system. Any server can provide redundancy to any other server.

i Service Group
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Figure 2-6 N+1 failover
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N-to-N configuration

An N-to-N configuration refers to multiple service groups running on multiple
servers, with each service group capable of being failed over to different servers.
For example, consider a four-node cluster with each node supporting three
critical database instances.

Figure 2-7 N-to-N configuration
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If any node fails, each instance is started on a different node, ensuring that no
single node becomes overloaded. This configuration is a logical evolution of N +
1: it provides cluster standby capacity instead of a standby server.

N-to-N configurations require careful testing to ensure that all applications are
compatible. Applications must also have complete control of where service
groups fail when an event occurs.
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Cluster topologies and storage configurations

This section describes commonly-used cluster topologies, along with the storage
configuration used to support the topologies.

Basic shared storage cluster

In this configuration, a single cluster shares access to a storage device, typically
over a SAN. An application can only be started on a node with access to the
required storage. For example, in a multi-node cluster, any node that is
designated to run a specific database instance must have access to the storage
where the database’s tablespaces, redo logs and control files are stored. Shared
disk architecture is also the easiest to implement and maintain. When a node or
application fails, all data that is required to start on another node is stored on
the shared disk.
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Figure 2-8 Shared disk architecture for basic cluster
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Campus, or Metropolitan, shared storage cluster

In a campus environment, VCS and Veritas Volume Manager are used to create a
cluster that spans multiple datacenters or buildings. Instead of a single storage
array, data is mirrored between arrays using Veritas Volume Manager. This
configuration provides synchronized copies of data at both sites. This procedure
is identical to mirroring between two arrays in a datacenter, only now it is
spread over a distance.

Figure 2-9 Campus shared storage cluster
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A campus cluster requires two independent network links for heartbeat, public
network connectivity between buildings on same IP subnet, and two storage
arrays, each providing highly available disks.

See “How VCS campus clusters work” on page 574.
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Shared nothing cluster

Systems in shared nothing clusters do not share access to disks; they maintain
separate copies of data. VCS shared nothing clusters typically have read-only
data stored locally on both systems. For example, a pair of systems in a cluster
that includes a critical Web server, which provides access to a backend database.
The Web server runs on local disks and does not require data sharing at the Web
server level.

Figure 2-10 Shared nothing cluster
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Replicated data cluster

In a replicated data cluster there is no shared disk. Instead, a data replication
product synchronizes copies of data between nodes. Replication can take place
at the application, host, and storage levels. Application-level replication
products, such as Oracle DataGuard, maintain consistent copies of data between
systems at the SQL or database levels. Host-based replication products, such as
Veritas Volume Replicator, maintain consistent storage at the logical volume
level. Storage- or array-based replication maintains consistent copies of data at
the disk or RAID LUN level.

The following illustration shows a hybrid shared storage/replicated data cluster,
in which different failover priorities are assigned to nodes according to
particular service groups.

Figure 2-11 Shared storage replicated data cluster
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Replicated data clusters can also be configured without the ability to fail over
locally, but this configuration is not recommended.

See “How VCS replicated data clusters work” on page 565.
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A global cluster links clusters at separate locations and enables wide-area
failover and disaster recovery.

Local clustering provides local failover for each site or building. Campus and
replicated cluster configurations offer protection against disasters affecting
limited geographic regions. Large scale disasters such as major floods,
hurricanes, and earthquakes can cause outages for an entire city or region. In
such situations, you can ensure data availability by migrating applications to
sites located considerable distances apart.

Figure 2-12 Global cluster
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In a global cluster, if an application or a system fails, the application is migrated
to another system within the same cluster. If the entire cluster fails, the
application is migrated to a system in another cluster. Clustering on a global
level also requires replicating shared data to the remote site.

See “How VCS global clusters work” on page 478.
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About configuring VCS

Configuring VCS means conveying to the VCS engine the definitions of the
cluster, service groups, resources, and resource dependencies. VCS uses two
configuration files in a default configuration:

m  main.cf—Defines the cluster, including services groups and resources.

m types.cf—Defines the resource types.

By default, both files reside in the following directory:
/etc/VRTSvcs/conf/config

Additional files similar to types.cf may be present if agents have been added,
such as Oracletypes.cf.

In a VCS cluster, the first system to be brought online reads the configuration
file and creates an internal (in-memory) representation of the configuration.
Systems brought online after the first system derive their information from
systems running in the cluster.

You must stop the cluster while you are modifying the files from the command
line. Changes made by editing the configuration files take effect when the
cluster is restarted. The node on which the changes were made should be the
first node to be brought back online.

About the VCS configuration language

The VCS configuration language specifies the makeup of service groups and
their associated entities, such as resource types, resources, and attributes. These
specifications are expressed in configuration files, whose names contain the
suffix .cf.

There are several ways to generate configuration files:
m  Use the web-based Cluster Management Console
m  Use Cluster Manager (Java Console).

m  Use the command-line interface.

m If VCSis not running, use a text editor to create and modify the files.



VCS configuration concepts
About the main.cf file

About the main.cf file

The format of the main.cf file comprises include clauses and definitions for the
cluster, systems, service groups, and resources. The main.cf file also includes
service group and resource dependency clauses.

Include clauses—Include clauses incorporate additional configuration files
into main.cf. These additional files typically contain type definitions,
including the types.cf file. Typically, custom agents add type definitions in
their own files.

include "types.cf"

Cluster definition—Defines the attributes of the cluster, including the
cluster name and the names of the cluster users.

cluster demo (
UserNames = { admin = cDRpdxPmHzpS }
) "

See “Cluster attributes” on page 686.

System definition—Lists the systems designated as part of the cluster. The
system names must match the name returned by the command uname -a.
Each service group can be configured to run on a subset of systems defined
in this section.

system Serverl

system Server?2
Service group definition—Service group definitions in main.cf comprise the
attributes of a particular service group.

group NFS_groupl (
SystemList = { Serverl, Server2 }
AutoStartList = { Serverl }
)
See “Service group attributes” on page 664.

See “About the SystemList attribute” on page 56.

Resource definition—Defines each resource used in a particular service
group. Resources can be added in any order and the utility hacf arranges the
resources alphabetically the first time the configuration file is run.

DiskGroup DG_sharedl (

DiskGroup = sharedl

)
Resource dependency clause—Defines a relationship between resources. A
dependency is indicated by the keyword requires between two resource
names.

IP_resource requires NIC_resource
See “Resources and resource dependencies” on page 23.
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m  Service group dependency clause—To configure a service group dependency,
place the keyword requires in the service group declaration of the main.cf
file. Position the dependency clause before the resource dependency
specifications and after the resource declarations.

group_x requires group_y
See “About service group dependencies” on page 426.

About the SystemList attribute

The SystemList attribute designates all systems on which a service group can
come online. By default, the order of systems in the list defines the priority of
systems used in a failover. For example, the following definition configures
SystemA to be the first choice on failover, followed by SystemB and then
SystemC.

SystemList = { SystemA, SystemB, SystemC}
System priority may also be assigned explicitly in the SystemList attribute by
assigning numeric values to each system name. For example:

SystemList = {SystemA=0, SystemB=1, SystemC=2}
If you do not assign numeric priority values, VCS assigns a priority to the system
without a number by adding 1 to the priority of the preceding system. For
example, if the SystemList is defined as follows, VCS assigns the values SystemA
=0, SystemB = 2, SystemC = 3.

SystemList = {SystemA, SystemB=2, SystemC},
Note that a duplicate numeric priority value may be assigned in some situations:

SystemList = {SystemA, SystemB=0, SystemC}
The numeric values assigned are SystemA = 0, SystemB = 0, SystemC = 1.

To avoid this situation, do not assign any numbers or assign different numbers
to each system in SystemList.

Initial configuration

When VCS is installed, a basic main.cf configuration file is created with the
cluster name, systems in the cluster, and a Cluster Manager user named admin
with the password password.

The following is an example of the main.cf for cluster demo and systems
SystemA and SystemB.

include "types.cf"

cluster demo (

UserNames = { admin = cDRpdxPmHzpS }

)

system SystemA

system SystemB
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The types.cf file

The types.cf file describes standard resource types to the VCS engine;
specifically, the data required to control a specific resource.

The following example illustrates a DiskGroup resource type definition for AIX.
type DiskGroup (

)

static keylist SupportedActions = { "license.vfd",
disk.vfd", numdisks }

static int OnlineRetryLimit = 1

static str ArgList[] = { DiskGroup, StartVolumes,
StopVolumes, MonitorOnly, MonitorReservation,
tempUseFence }

str DiskGroup

str StartVolumes = 1

str StopVolumes = 1

static int NumThreads = 1

boolean MonitorReservation = 0

temp str tempUseFence = "INVALID"

boolean PanicSystemOnDGLoss = 1

The types definition performs two important functions:

m  Defines the type of values that may be set for each attribute.
In the DiskGroup example, the NumThreads and OnlineRetryLimit
attributes are both classified as int, or integer. The DiskGroup,
StartVolumes and StopVolumes attributes are defined as str, or strings.

See“Attribute data types” on page 59.

m  Defines the parameters passed to the VCS engine through the ArgList
attribute. The line static str ArgList[] = { xxx, yyy, zzz } defines the order in
which parameters are passed to the agents for starting, stopping, and
monitoring resources.

For another example, review the following main.cf and types.cf representing an
IP resource:

main.cf for AIX
IP nfs_ipl (

Device = en0
Address = "192.168.1.201"

types.cf for AIX

type IP (
static keylist SupportedActions = { "device.vfd", "route.vfd" }
static str ArgList[] = { Device, Address, NetMask, Options }

str Device
str Address
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str NetMask

str Options

)
The high-availability address is configured on the interface defined by the
Device attribute.

The IP address is enclosed in double quotes because the string contains periods.
See “Attribute data types” on page 59.

The VCS engine passes the identical arguments to the IP agent for online,
offline, clean and monitor. It is up to the agent to use the arguments it requires.
All resource names must be unique in a VCS cluster.
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About VCS attributes

VCS components are configured using attributes. Attributes contain data about
the cluster, systems, service groups, resources, resource types, agent, and
heartbeats if using global clusters. For example, the value of a service group’s
SystemList attribute specifies on which systems the group is configured and the
priority of each system within the group. Each attribute has a definition and a
value. Attributes also have default values assigned when a value is not specified.

Attribute data types

VCS supports the following data types for attributes.

String

Integer

Boolean

A string is a sequence of characters enclosed by double quotes. A string
may also contain double quotes, but the quotes must be immediately
preceded by a backslash. A backslash is represented in a string as \\.
Quotes are not required if a string begins with a letter, and contains only
letters, numbers, dashes (-), and underscores (_). For example, a string
defining a network interface such as hmeO or ethO does not require
quotes as it contains only letters and numbers. However a string defining
an IP address contains periods and requires quotes, such as:
192.168.100.1

Signed integer constants are a sequence of digits from 0 to 9. They may
be preceded by a dash, and are interpreted in base 10. Integers cannot
exceed the value of a 32-bit signed integer: 21471183247.

A boolean is an integer, the possible values of which are 0 (false) and 1
(true).
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Attribute dimensions

VCS attributes have the following dimensions.

Scalar

Vector

Keylist

Association

A scalar has only one value. This is the default dimension.

A vector is an ordered list of values. Each value is indexed using a positive
integer beginning with zero. Use a comma (,) or a semi-colon (;) to
separate values. A set of brackets ([]) after the attribute name denotes
that the dimension is a vector.

For example, an agent’s ArgList is defined as:

static str ArgList[] = {RVG, DiskGroup, Primary, SRL,
Links}

A keylist is an unordered list of strings, and each string is unique within
the list. Use a comma (,) or a semi-colon (;) to separate values.

For example, to designate the list of systems on which a service group will
be started with VCS (usually at system boot):
AutoStartList = {SystemA; SystemB; SystemC}

An association is an unordered list of name-value pairs. Use a comma ()
or a semi-colon (;) to separate values.

A set of braces ({}) after the attribute name denotes that an attribute is an
association.

For example, to designate the list of systems on which the service group
is configured to run and the system’s priorities:

SystemList = {SystemA=1, SystemB=2, SystemC=3}



VCS configuration concepts
About VCS attributes

Attributes and cluster objects

VCS has the following types of attributes, depending on the cluster object the
attribute applies to.

Cluster
attributes

Service
group
attributes

System
attributes

Resource

type
attributes

Resource
attributes

Attributes that define the cluster.

For example, ClusterName and ClusterAddress.

Attributes that define a service group in the cluster.

For example, Administrators and ClusterList.

Attributes that define the system in the cluster.

For example, Capacity and Limits.

Attributes that define the resource types in VCS. These can be further
classified as:

m  Type-independent—Attributes that all agents (or resource types)
understand. Examples: RestartLimit and MonitorInterval; these can be
set for any resource type.

Typically, these attributes are set for all resources of a specific type.
For example, setting MonitorInterval for the IP resource type affects
all IP resources.

m  Type-dependent—Attributes that apply to a particular resource type.
These attributes appear in the type definition file (types.cf) for the
agent.

Example: The Address attribute applies only to the IP resource type.
Attributes defined in the file types.cf apply to all resources of a
particular resource type. Defining these attributes in the main.cf file
overrides the values in the types.cf file for a specific resource.

For example, setting StartVolumes = 1 for the DiskGroup types.cf
defaults StartVolumes to True for all DiskGroup resources. Setting the
value in main.cf overrides the value on a per-resource basis.

m  Static—These attributes apply for every resource of a particular type.
These attributes are prefixed with the term static and are not included
in the resource’s argument list. You can override some static attributes
and assign them resource-specific values.

See “Overriding resource type static attributes” on page 281.

Attributes that define a specific resource.

Some of these attributes are type-independent. For example, you can
configure the Critical attribute for any resource.

Some resource attributes are type-dependent. For example, the Address
attribute defines the IP address associated with the IP resource. These
attributes are defined in the main.cf file.
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Attribute scope across systems: global and local attributes

An attribute whose value applies to all systems is globalin scope. An attribute
whose value applies on a per-system basis is local in scope. The at operator (@)
indicates the system to which a local value applies.

An example of local attributes can be found in the following resource type where
IP addresses and routing options are assigned per machine.

MultiNICA definition for AIX

MultiNICA mnic (

Device@sysa = { en0 = "166.98.16.103", en3 = "166.98.16.103" }
Device@sysb = { en0 = "166.98.16.104", en3 = "166.98.16.104" }
NetMask = "255.255.255.0"

Options = "mtu m"

RouteOptions@sysa = "-net 192.100.201.0 192.100.13.7"
RouteOptions@sysb = "-net 192.100.201.1 192.100.13.8"

)

Attribute life: temporary attributes

You can define temporary attributes in the types.cf file. The values of temporary
attributes remain in memory as long as the VCS engine (HAD) is running. Values
of temporary attributes are not available when HAD is restarted. These attribute
values are not stored in the main.cf file.

Temporary attributes cannot be converted to permanent, and vice-versa. When
you save a configuration, VCS saves temporary attributes and their default
values in the file types.cf.

The scope of these attributes can be local to a node or global across all nodes in
the cluster. Local attributes can be defined even when the node is not part of a
cluster.

You can define and modify these attributes only while VCS is running.
See “Adding, deleting, and modifying resource attributes” on page 269.



Size limitations for VCS objects
The following VCS objects are restricted to 1024 bytes.

About VCS

Service group names
Resource names
Resource type names
User names

Attribute names

VCS passwords are restricted to 512 bytes.

VCS configuration concepts
About VCS keywords and reserved words

keywords and reserved words

The following list includes the current keywords reserved for the VCS
configuration language. Note they are case-sensitive.

actio

after

n false

firm

ArgListValues  global

before group
boolean Group
cluster hard

Cluster heartbeat
condition HostMonitor

ConfidenceLevel int

event IState

keylist

local

offline
online
MonitorOnly
Name
NameRule
Path

Probed

remote

remotecluster
requires
resource

set

Signaled

soft

start

Start

state

State

static
stop
str
system
System
temp
type
Type
VCShm

VCShmg
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VCS environment variables

Table 3-1 lists VCS environment variables.

See “Defining VCS environment variables” on page 66.

Table 3-1

VCS environment variables

Environment Variable Definition and Default Value

PERL5LIB

Root directory for Perl executables. (applicable only for
Windows)

Default: Install Drive:\Program Files\VERITAS\cluster
server\lib\perl5.

VCS_CONF

Root directory for VCS configuration files.

Default: /etc/VRTSvcs

Note: If this variable is added or modified you must reboot the
system to apply the changes.

VCS_DOMAIN

The Security domain to which the VCS users belong.

Symantec Product Authentication Service uses this
environment variable to authenticate VCS users on a remote
host.

Default: Fully qualified host name of the remote host as
defined in the VCS_HOST environment variable or in the
veshost file.

VCS_DOMAINTYPE

The type of Security domain such as unixpwd, nt, nis, nisplus,
1dap, or vx.

Symantec Product Authentication Service uses this
environment variable to authenticate VCS users on a remote
host.

Default: unixpwd

VCS_DIAG

Directory where VCS dumps HAD cores.

VCS_ENABLE_LDF

Designates whether or not log data files (LDFs) are generated.
If set to 1, LDFs are generated. If set to O, they are not.

VCS_HOME

Root directory for VCS executables.

Default: /opt/VRTSvcs

VCS_HOST

VCS node on which ha commands will be run.
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Table 3-1 VCS environment variables

Environment Variable

Definition and Default Value

VCS_GAB_PORT

GAB port to which VCS connects.
Default: h

VCS_GAB_TIMEOUT

Timeout in milliseconds for HAD to send heartbeats to GAB.
Default: 15000

Note: If the specified timeout is exceeded, GAB kills HAD, and
all active service groups on system are disabled.

VCS_HAD_RESTART_TIMEO
UT

Set this variable to designate the amount of time the
hashadow process waits (sleep time) before restarting HAD.

Default: 0

VCS_LOG

Root directory for log files and temporary files.

Default: /var/VRTSvcs

Note: If this variable is added or modified you must reboot the
system to apply the changes.

VCS_SERVICE

Name of configured VCS service.
Default: vcs

Note: The specified service should be configured before
starting the VCS engine (HAD). If a service is not specified, the
VCS engine starts with port 14141.

VCS_TEMP_DIR

Directory in which temporary information required by, or
generated by, hacf is stored.

Default: /var/VRTSvcs

This directory is created in /tmp under the following

conditions:

m  The variable is not set.

m  The variable is set but the directory to which it is set does
not exist.

m  The utility hacf cannot find the default location.
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Defining VCS environment variables

Define VCS environment variables in the file vcsenv, which is located at the path
Jopt/VRTSvcs/bin/. These variables are set for VCS when the hastart
command is run.

To set a variable, use the syntax appropriate for the shell in which VCS starts.
For example, if you use the bash shell, define variables as:

export VCS_GAB_TIMEOUT = 18000

export umask = 011

By default, files generated by VCS inherit the system’s umask settings. To
override the system’s umask settings for files generated by VCS, define a umask
value in the vcesnv file.
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About VCS user privileges and roles

Cluster operations are enabled or restricted depending on the privileges with
which you log on. VCS has three privilege levels: Administrator, Operator, and
Guest. VCS provides some predefined user roles; each role has specific privilege
levels. For example, the role Guest has the fewest privileges, Cluster
Administrator the most.

See “VCS user privileges—administration matrices” on page 633.

About VCS privilege levels

VCS privilege levels include:

m  Administrators— Can perform all operations, including configuration
options on the cluster, service groups, systems, resources, and users.

m  Operators—Can perform specific operations on a cluster or a service group.

m  Guests—Can view specified objects.

About user roles in VCS

Table 4-1 lists the predefined VCS user roles, with a summary of their associated

privileges.

Table 4-1

User roles in VCS

User Role

Privileges

Cluster
Administrato
r

Cluster Administrators are assigned full privileges, including making
configuration read-write, creating and deleting groups, setting group
dependencies, adding and deleting systems, and adding, modifying, and
deleting users. All group and resource operations are allowed. Users
with Cluster Administrator privileges can also change other users’
privileges and passwords.

To stop a cluster, cluster administrators require administrative
privileges on the local system.

Note: Cluster Administrators can change their own and other users’
passwords only after changing the configuration to read/write mode.

Cluster Administrators can create and delete resource types.
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Table 4-1 User roles in VCS

User Role Privileges

Cluster Cluster Operators can perform all cluster-, group-, and resource-level

Operator operations, including modifying the user’s own password and bringing
service groups online.
Note: Cluster Operators can change their own passwords only if
configuration is in read/write mode. Cluster Administrators can change
the configuration to the read/write mode.
Users with this role can be assigned Group Administrator privileges for
specific service groups.

Group Group Administrators can perform all service group operations on

Administrato specific groups, such as bringing groups and resources online, taking

r them offline, and creating or deleting resources. Additionally, users can
establish resource dependencies and freeze or unfreeze service groups.
Note that Group Administrators cannot create or delete service groups.

Group Group Operators can bring service groups and resources online and take

Operator them offline. Users can also temporarily freeze or unfreeze service

groups.

Cluster Guest

Cluster Guests have read-only access to the cluster, meaning they can
view the configuration, but cannot change it. They can modify their own
passwords only if the configuration is in read/write mode. They cannot
add or update users. Additionally, users with this privilege can be
assigned Group Administrator or Group Operator privileges for specific
service groups.

Note: By default, newly created users are assigned Cluster Guest
permissions.

Group Guest

Group Guests have read-only access to the service group, meaning they
can view the configuration, but cannot change it. The Group Guest role
is available for clusters running in secure mode.
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About the hierarchy in VCS roles

The following illustration shows the roles and how they overlap with one
another.

Cluster Administrator

. P v
(ncludes privileges for Cluster Operator

| includes privileges for

Cluster Guest
Iincludes privileges for

> Group Administrator .
includes privileges for Group Ovperator :

; - v
includes privileges for Group Guest

For example, Cluster Administrator includes privileges for Group
Administrator, which includes privileges for Group Operator

User privileges for CLI commands

Users logged with administrative or root privileges are granted privileges that

exceed those of Cluster Administrator, such as the ability to start and stop a
cluster.

If you do not have root privileges, VCS prompts for your VCS user name and
password when you execute haxxx commands.

You can use the halogin command to save the authentication information so

that you do not have to enter your credentials every time you run a VCS
command.

See “Logging on to VCS” on page 240.
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User privileges in global clusters
VCS permits a cross-cluster online or offline operation only if the user initiating

the operation has one of the following privileges:

m  Group Administrator or Group Operator privileges for the group on the
remote cluster

m  Cluster Administrator or Cluster Operator privileges on the remote cluster

VCS permits a cross-cluster switch operation only if the user initiating the

operation has the following privileges:

m  Group Administrator or Group Operator privileges for the group on both
clusters

m  Cluster Administrator or Cluster Operator privileges on both clusters

User privileges for clusters running in secure mode
In secure mode, VCS assigns Guest privileges to all native users.

When assigning privileges for clusters running in secure mode, you must
specify fully-qualified user names, in the format username@domain.

You cannot assign or change passwords for users using VCS when VCS is
running in secure mode.

How administrators assign roles to users

To assign a role to a user, an administrator performs the following tasks:
m  Add a user to the cluster, if the cluster is not running in secure mode.
m  Assign arole to the user.

m  Assign the user a set of objects appropriate for the role. For clusters
running in secure mode, you can also add a role to an operating system user
group.

See “User privileges for OS user groups for clusters running in secure
mode” on page 74.

For example, an administrator may assign a user the Group Administrator role

for specific service groups. Now, the user has privileges to perform operations

on the specific service groups.

You can manage users and their privileges from the command line or from the
graphical user interface.

See “Managing VCS users from the command line” on page 251

See “Administering user profiles” on page 170.
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User privileges for OS user groups for clusters
running in secure mode

For clusters running in secure mode, you can assign privileges to native users

individually or at an operating system (OS) user group level.

For example, you may decide that all users that are part of the OS
Administrators group get administrative privileges to the cluster or to a specific
service group. Assigning a VCS role to a user group assigns the same VCS
privileges to all members of the user group, unless you specifically exclude
individual users from those privileges.

When you add a user to an OS user group, the user inherits VCS privileges
assigned to the user group.

Assigning VCS privileges to an OS user group involves adding the user group in
one (or more) of the following attributes:

m  AdministratorGroups—for a cluster or for a service group.

m  OperatorGroups—for a cluster or for a service group.

For example, user Tom belongs to an OS user group: OSUserGroupl. You can
assign VCS privileges to user Tom in the following ways:

To assign At an individual level, To the OS user group, configure
privileges configure attribute attribute

Cluster cluster (Administrators = cluster (AdministratorGroups =
Administrator  {tom@domain}) {0SUserGroupl@domain})

Cluster cluster (Operators = cluster (OperatorGroups =
Operator {tom@domain}) {0SUserGroupl@domain})

Cluster Guest Cluster (

Guests = {tom@domain})

Group
Administrator

group group_name
(Administrators =
{tom@domain})

group group_name
(AdministratorGroups =
{0SUserGroupl@domain})

Group Operator

group group_name (
Operators = {tom@domain})

group group_name (OperatorGroups =
{0SUserGroupl@domain})

Group Guest

Cluster (
Guests = {tom@domain})
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About VCS privileges for users with multiple roles

Table 4-2 describes how VCS assigns privileges to users with multiple roles. The
scenarios describe user Tom who is part of two OS user groups: OSUserGroup1

and OSUserGroup2.

Table 4-2

VCS privileges for users with multiple roles

Situation and rule

Roles assigned in

Privileges that VCS

the VCS grants Tom
configuration
Situation: Multiple roles at an Tom: Cluster Cluster
individual level. Administrator Administrator.

Rule: VCS grants highest privileges (or a
union of all the privileges) to the user.

Tom: Group Operator

Situation: Roles at an individual and OS
user group level (secure clusters only).

Tom: Group Operator

Group Operator

OSUserGroup1:
Rule: VCS gives precedence to the role Cluster Administrator
granted at the individual level.
Situation: Different roles for different 0OSUserGroup1: Cluster Administrator
OS user groups (secure clusters only). Cluster
Rule: VCS grants the highest privilege Administrators
(or a union of all privileges of all user 0OSUserGroup2:
groups) to the user. Cluster Operators
Situation: Roles at an individual and OS | OSUserGroup1: Group Operator
user group level (secure clusters only). Cluster
Rule: VCS gives precedence to the role Administrators
granted at the individual level. OSUserGroup2:

You can use this behavior to exclude
specific users from inheriting VCS
privileges assigned to their OS user
groups.

Cluster Operators

Tom: Group Operator
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About Veritas Cluster Management Console

Veritas Cluster Management Console offers web-based cluster administration
and management. It can be configured to locally manage a single cluster or to
centrally manage multiple clusters.

For information on installing the console to manage multiple clusters, see the
Veritas Cluster Server Management Console Implementation Guide.

Operational mode

Local management of one
cluster (single-cluster mode)

Centralized, comprehensive,
enterprise-wide
administration of multiple
clusters (multi-cluster mode)

Configurational description

The Cluster Management Console is installed along with
VCS on each node in the cluster and is configured for
failover. The console is integrated with VCS as part of the
ClusterService service group. The Cluster Management
Console offers robust cluster management capability and
can be run from any supported Web browser on any system.

When configured to centrally administer multiple clusters,
one instance of the Cluster Management Console is
installed outside all clusters on a standalone management
server.

The management server uses a database to store cluster
configurations, cluster status, events, event policies, report
jobs, report outputs, and more.

If the managment server and cluster nodes are separated by
a firewall, a component called cluster connector is installed
on each cluster node.

The console offers additional capability for administering
users, reports, events, and notification. If the cluster
environment includes licensed VCS global clusters, disaster
recovery (DR) capability is also available.
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Supported browsers

Veritas Cluster Management Console is supported on the following browsers:
m  Microsoft Internet Explorer 6.0 or later

m  Firefox 1.5 or later

Veritas Cluster Management requires the Macromedia Flash Plugin v8.0.

Configuring the Cluster Management Console

manually

The resources required for the Cluster Management Console are configured in
the ClusterService group. This configuration is performed by the VCS
installation program if the Cluster Management Console option is selected
during installation. If the Cluster Management Console option was not selected
during VCS installation, you must create and configure the ClusterService
service group manually.

To configure the Cluster Management Console
1 Create a service group called ClusterService.
2 Add aresource of type NIC to the service group. Name the resource csgnic.

Set the value of the Device attribute to the name of the NIC. Configure other
attributes, if desired.

3  Add aresource of type IP to the service group. Name the resource webip.

4 Configure the following attributes for the IP resource:

m  Address: A virtual IP address assigned to the Cluster Management
Console. The Cluster Management Console is accessed using this IP
address.

m  Device: The name of the public network card on the system from which
the Cluster Management Console is intended to run. The device is
defined as a local attribute for each system in the cluster.

m  NetMask: The subnet to which the virtual IP address belongs.
m  Critical: Set this attribute to 1(indicating True) to make webip a critical
resource.
5 Add aresource of type VRTSWebApp to the service group. Name the
resource VCSweb. Configure the following attributes for the resource:
m  Appname: Set to cmc.
m InstallDir: Set to /opt/VRTSweb/VERITAS.
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m TimeForOnline: Set to 5.
m  Critical: Set to 0 (indicating False).

6 Create the following resource dependencies:

m Link the csgnic and webip resources such that the webip resource
depends on the csgnic resource.

m Link the VCSweb and webip resources, such that the VCSweb resource
depends on the webip resource.

7 Enable all resources in the service group.

8 Bring the ClusterService service group online. You can now access the
console at the URL http://IP_alias:8181/vcs. The variable IP_alias is the
virtual IP address configured in the service group.

Sample configuration

group ClusterService (

SystemList = { vcssol5, vcssolé6 }
AutoStartList = { vcssol5, vcssol6 }
OnlineRetryLimit = 3

)

IP webip (

Address = "162.39.9.85"
NetMask = "255.255.255.0"
Device = "gfel"

)

VRTSWebApp VCSweb (

AppName = "cmc"

InstallDir = "/opt/VRTSweb/VERITAS"
TimeForOnline = 5

Critical = 0

)

VCSweb requires webip

webip requires csgnic
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Logging in to the Cluster Management Console

The Cluster Management Console is a web application that is installed on a VCS
node. You must log in to the Cluster Management Console to manage your VCS
cluster. To run the console, the local system (the system you use to run the
console) must also be running a supported web browser.

To log in to the console

1

In your Internet browser, enter the URL address configured for the Cluster
Management Console during installation. You can enter either:
http://System:8181/cmc/

or

https://System:8443/cmc/

where Systemis either a system name or the virtual IP address configured
for the webip resource in the ClusterService service group.

On Windows, you can click Start > Programs > Symantec > Veritas Cluster
Server > Cluster Management Console - Web Console

to view the log in screen.

Before connecting to the console, make sure the console is configured and
the ClusterService group is online.

Under Please enter a web-admin username and password to continue,
select a language from the drop-down menu.

Enter a valid user name and password for the cluster.
On UNIX, the default user account is the local root account.

On Windows, the default user account is the account that was used to
perform the VCS installation.

Enter the domain name associated with the account and then click Login.
If the user account you are using to connect is not a domain account, enter
the fully-qualified system name for the local host system. The local host is
the cluster node running the Cluster Management Console.

See your Veritas Cluster Server 5.0 Installation Guide for information on
setting up trust relationships between authentication brokers.

Logging out of the Cluster Management Console

Log out to end a Cluster Management Console session.

To log out of the console

¢ On the title bar of the Cluster Management Console, click Logout.
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Overview of the Cluster Management Console

The Cluster Management Console consists of several views.

Before you start your first Cluster Management Console session, use this
material to familiarize yourself with the default view, navigation methods, and
icon representations used in the console.

Note: The console enables or restricts certain views depending on your
privileges. For example, you are a user with a privilege level of guest or operator,
certain tabs or task links in the console may be unavailable.

Cluster Management Console layout

Logging in to the management server starts the Cluster Management Console.
The startup view is the Cluster:Summary view.

Figure 5-1 Cluster Management Console default view
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All views in the Cluster Management Console are divided into areas called bars,
panes, panels, and tables.
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About the main tab bar

The main tab bar contains a tab, representing a set of views, for each category of
operations available in the Cluster Management Console. The tabs are: Manage
(management) for cluster object configuration and manipulation, and Search for
conducting and saving character-based searches on management server and
cluster objects.

Clicking a tab takes you to the initial view for that tab. The main tab bar always
contains the same tabs.

About the search bar
The search bar contains a text edit box next to a Search button.

The search bar enables you to find any management server object or cluster
object in the management server database.

About the task pane

The left pane of the console is the task pane. The task pane contains one or more
task panels, depending upon the view selected. In the startup view, the task pane
contains the Alerts and Configuration task panels. The task pane can contain as
many as four task panels.

The task pane contains a narrow button on the border that separates it from the
status pane on the right. This button toggles the task pane between maximum
and minimum size. In the startup view, click this button to minimize the task
pane. Minimizing the task pane hides the Configuration task panel and enlarges
the status pane, enabling you to view information that might have been partially
off-screen.

Click the narrow button again to maximize the task pane. Even with the task
pane maximized, you can still display off-screen information in the status pane
using the scroll bar located along the bottom border of any view.

About task panels

The task panels in the task pane list specific operations that you can perform in
each view of the Cluster Management Console. For views that list specific objects
(clusters, service groups, systems, and so on), the task panels list all the possible
tasks that you can perform on those objects. Tasks related to object
management are usually divided between two task panels named Operations
and Configuration.

The name of a task panel indicates the type of tasks listed in that panel.
Underlined tasks indicate a link that performs an action directly or which starts
a task wizard (sequence of dialog boxes that help you to perform a task).
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For views that show details for a specific object, some tasks may not be linked
(underlined). Unlinked tasks can indicate one or both of the following:

m The tasks cannot be performed on the object or objects that you are viewing

m  Your current user role does not authorize you to perform those tasks.

About filter panels

Many views contain a filter panel in the task pane. A filter panel enables you to
view only those objects that meet the criteria you specify. You specify the filter
criteria using controls such as check boxes or drop-down menus. If you want to
perform a task on only certain objects, you can first filter the view for those
objects and then select the task. The following are the possible filter names and
settings:

m By Consolidated State - shows objects with the following values for the
ConsolidatedState attribute:
m  Online - shows responsive, functioning objects
m  Offline - shows unresponsive, nonfunctioning objects

m  Partial - shows objects (clusters or service groups) in which one or
more, but not all, member objects have experienced a fault

m Faulted - shows objects that have experienced a fault

m  Unknown - shows objects in an undetermined consolidated state

m  Global Groups - shows service groups configured using VCS GCO features.
About the Alerts panel

The Alerts panel is a special panel in the task pane that provides current counts
of active alerts, categorized by severity. The Alerts panel is in the task pane of

every view in the Cluster Management Console.

Figure 5-2 Alert severity icons
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Collapsing and expanding panels in the task pane
Clicking the up arrow in the center top of each task or filter panel collapses the
panel to show only the heading.

When a panel is collapsed, the up arrow changes to a down arrow. When you
click the down arrow, the panel expands to show the panel contents.

About the status pane

The status pane can contain many different panels and tables depending upon
the view selected. These panels and tables contain status information about the
cluster objects detailed by the selected view. In the startup view, the status pane
contains panels labelled Faulted Groups, Groups, and Systems, and a table
labelled Critical and Error logs in last eight hours.

Figure 5-3 Status pane in the startup (Cluster:Summary) view
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The Manage tab, secondary tabs, and the view hierarchy

The Management tab on the main tab bar represents the main category of tasks
and information in the console. It also marks the beginning of a multi-level
navigation path, or view hierarchy. The management tab “branches down” into a
set of levels, and each level contains a set of views.

Under the Manage tab, the first level “down” is called cluster. The cluster level
under the Management tab indicates that you are viewing your cluster
environment at the highest and broadest level possible. From the cluster level,
you can navigate to views that contain information about any object configured
in the cluster.
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Each level in the view hierarchy contains a set of views. You can navigate to
these views using the secondary tab bar. The secondary tab bar is located along
the top of the status pane and contains a row of one or more tabs. Each tab
represents a view at a level in the view hierarchy.

On the Manage tab, the view hierarchy levels are cluster, service group, system,
resource, and resource type. Each level contains views represented by the tabs
on the secondary tab bar.

Table 5-1 Levels and views in the Manage tab view hierarchy

Level in the Manage tab view Views available at this level
hierarchy (tabs on the secondary tab bar)

Cluster Summary, Groups, Systems, Attributes, Resources,
Service Group Dependency, Resource Types, DR
Alerts, Cluster Heartbeats, Users, Logs

Service group Summary, Attributes, Resources, Logs

System Summary, Attributes, Logs

Resource Summary, Resource Dependency, Attributes, Logs
Resource type Attributes

On the secondary tab bar, one tab is always active (selected); that tab represents
your position at current level in the view hierarchy. For example, if you are at
the startup view, Cluster:Summary, the Summary tab is active. According to the
table, you are in the first position at the cluster (first, highest) level. If you are at
the Cluster:Groups view, the Groups tab is active. According to the table, you are
at the second position at the cluster (third) level.

As you “drill down” into lower and lower view levels (using tabs and other links),
the number and variety of the objects and tasks available to you generally
becomes fewer and fewer.

About the navigation bar
The navigation bar is located along the top of the status pane and indicates two
things:

m  Your current level in the current view heirarchy.

m  The “lineage” of the object detailed in your current view.

For example, assume that you are at the startup view, the Cluster:Summary
view. The navigation bar shows [Cluster], where Cluster is the name of the local
managed cluster (the cluster on which VCS is installed). [Cluster] alone, with no
additional links in the trail, indicates that you are at the top level of views.
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Now assume that you perform the following actions in order (if you are
currently using the console, follow along):

m  Click a cluster name in the table

m  Click the Groups tab

m  Click a service group name in the table
m  Click the Resources tab

m  Click a resource name in the table

You arrive at a Resource:Summary view. The navigation bar shows a list of the
objects that you selected to navigate to this view. The object names are shown in
the following format:

Cluster >> Service Group >> Resource

These objects are also the parent objects of the resource you selected. The
navigation trail ends with the selected resource name. This tells you that you are
at the resource level of views.

Figure 5-4 Navigation bar with a resource selected.

zp|50 510a secl = CMC = CMC_ClusterConfig

The path on the navigation bar is also called a navigation ¢rail. Object names
higher up (listed nearer the beginning) of the trail are underlined, indicating
that they are a navigation link to the level of views for those objects. You can
move quickly up and down a view hierarchy by clicking linked object names.

About the view name
The view name appears immediately below the navigation trail. The view name
is a unique name for the current view that also indicates:

m  Your current level in the view hierarchy, as indicated by the navigation trail
Your “current level” is the level that the current view occupies in the view
hierarchy, such as cluster, group, or resource.

m  Your current position within the current level, as indicated by the
secondary tab bar
Your “current position” is the position that the current view occupies
within the current level. The position is the name of whichever tab is
selected on the secondary tab bar, such as Summary, Attributes, or Logs.

For example:

m  According to the view hierarchy table, the view name Cluster:Resources
indicates that this view is the fifth view at the cluster level. It contains
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cluster-level information about resources and enables you to view the
status of resources that are members of the cluster.

See the table “Levels and views in the Manage tab view hierarchy” on
page 86.

m The view name Group:Summary indicates that this view is the first view at
the service group level. It contains summary information about a service
group and enables you to view a composite status of the service group.

About quick navigation links

In many views, the status panel contains underlined object names. For example,
the name of the cluster in the Cluster:Summary view links to a detail view for
the objects that are members of that cluster. Likewise, clicking other underlined
objects in the status panel takes you to a detail view for those objects.

Figure 5-5 Quick navigation links in the status panel (links are underlined)
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Icon conventions

The Cluster Management Console uses the following icons to represent cluster
objects:

Table 5-2 Object icons
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General status indicators are applied to the basic object icons to create status
icons. Status icons indicate both the type and the state of the object. The
following are the status indicators:

m  Color icons indicate objects that are in a healthy, running condition.
m  Gray icons indicate objects that are offline.

m Icons with orange lines indicate objects that are partially online with only
some member (contained) objects online.

m  Icons with red lines indicate faulted objects.
m Icons with a question mark indicate objects whose status is unknown.
m Icons with a red lock indicate objects in a frozen state.

m Icons with a red circle and white cross bar indicate objects in an
autodisabled state.
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Sorting the contents of a data table

In some Cluster Management Console tables, you can sort the rows by the data
in a column. Some columns are not sortable.

To sort rows in a table by data in a column
1 Inthe table, locate a column you want to use to sort the data.

2 Click the column heading.
The list is sorted by the values in that column, in ascending order. A
triangle (pointing up) displays in that column heading.

3  If desired, click the column heading a second time.
The list is sorted by the values in that column, in descending order. A
triangle (pointing down) displays in that column heading.

Viewing multiple pages of a data table

Tables in Cluster Management Console views may contain multiple pages. You
can view subsequent pages of a table using the go-to-page bar.

To access pages in a table

¢ Inatable with multiple pages, locate the go-to-page bar just below the table.
Figure 5-6 Go-to-page bar
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Click the controls on the go-to-page bar to move forward and backward
through the table pages. The following are the controls on the go-to-page
bar and their meaning:

Numerals (1,2,3...) Go to that page number
Single right arrow Go to next page

Single left arrow Go to previous page
Double right arrow  Go to last page

Double left arrow Go to first page
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Controlling view updates

As you use the console, the status of the cluster, systems, and applications will
probably change. Devices go online and offline, alerts are generated, and
application data fluctuates. You can control when and how the information in
your console display updates (refreshes) to reflect the latest data.

Update (refresh) mode settings and icons

An update icon near the top right-hand corner of the Cluster Management
Console indicates the current update mode and the state of the information
displayed in the console. Clicking the update icon enables you to set the update
mode. The appearance of the update icon changes according to the following
update modes:

m Disabled
Provides no indication of available updates (disables update notification).
Use the refresh function in your web browser to update the console
information.

m  Notify Only
Indicates when data updates are available. Icon changes to the Refresh
Notification icon when data updates are available.
For the Notify Only setting, when data is no longer current, the Page is Stale
icon appears. This is the default setting. Click this icon to update the
console information.

m  Auto Refresh
Automatically updates the console information when it is no longer current.

To change the refresh mode

& Click the update icon to cycle among the refresh modes. You can select any
mode except Page is Stale.

To use the Search feature

1 Inthe help viewer window, click the Search tab.

2  Enter the term to be searched in the field provided. The Cluster
Management Console help system displays all matches for this term.

3  Select an item to display the help topic for that item.
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Administering users

Users can be created with the roles of cluster administrator, cluster operator, or
cluster guest. They can also be created with the roles of service group
administrator, service group operator, or service group guest, for specific
service groups.

See “About the VCS user privilege model” on page 69.

You can view a list of users in the Cluster:Users view.

To navigate to the list in the Cluster:Users view
1  On the navigation bar, click [Cluster].

2 On the secondary tab bar, click Users.
In the Cluster:Users view, you can choose a task from the task pane or select
another cluster-level view using the tabs on the secondary tab bar. Each
view contains information and tasks for administering the cluster.

About user listing tables

The following is a list of the columns and data in tables that list user
information.

m  Name - the user name string
m  Privileges - the roles assigned to the user

m  Assign Privileges - a button that takes you to the role assignment part of the
Add User wizard.
See “Adding and deleting a user” on page 93.

m  Delete - a button that prompts you to delete the user

Sorting the list

You can sort a user listing table according to your needs:

To sort users

1 Inthe user listing table, locate the column by which you want to sort the
list.

2 Click the column heading.
The list is sorted by the values in the selected column in ascending order. A
triangle (pointing up) displays in that column heading. Click the column
heading again to reverse the sort; this action also reverses the triangle.
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Adding and deleting a user

Users must have a role assigned on the cluster before they can perform any
management tasks.

To add a cluster user

1
2

In the Cluster:Users view, in the Configuration task panel, click Add a user.

In the New User wizard, specify the following new user details and then
click Next:

m The new user name.

m If the target cluster is not configured in secure mode, you must also
specify a password for the new user and confirm it.

In the Assign Privileges dialog box, specify the following options and then
click OK:

m Therole
The available roles for a cluster user are Cluster Administrator, Cluster
Operator, Group Administrator, or Group Operator. You can select
more than one, but be aware that some option combinations are
redundant.

m  The objects to which the role grants authority
To begin this procedure, you selected a single cluster from a Clusters
Listing table. If you select a role of Cluster Administrator or Cluster
Operator, you have already specified the object to which the user’s role
applies. You are not required to specify anything more, so the service
group selection boxes are unavailable.
If you select Group Administrator or Group Operator, you must select
at least one service group. To select a service group, click a service
group name under Available Groups and then click the right-arrow
button. To reject a service group, click a name under Selected Groups
and then click the left-arrow button to return it to Available Groups.

Note: This procedure does not validate the user account. For a cluster that is
configured in secure mode, the account is assumed to exist on the domain. For a
cluster that is not configured in secure mode, the account is assumed to exist on
the cluster.
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To delete a cluster user

1 Inthe Cluster:Users view, in the Delete column of the Users table, click the
X button at the end of the line item corresponding to the user that you want
to delete.

2 In the Delete User dialog box, click OK to confirm that you want to delete
the selected user.

Note: You cannot delete the user account that is currently logged in.
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Administering a cluster

The Cluster Management Console enables you to initially set and then modify
the parameters of the VCS cluster configuration. After opening the
configuration, you can save it to disk. Use the Cluster:Summary view to
administer the cluster.

To navigate to the Cluster:Summary view
1  On the navigation bar, click [Cluster].

2 On the secondary tab bar, click Summary.
In the Cluster:Summary view, you can choose a task from the task pane or
select another cluster-level view using the tabs on the secondary tab bar.
Each view contains information and tasks for administering the cluster.

Opening the configuration

You can modify a read-only configuration file to a read-write file by opening the
configuration. This task is available only when the cluster configuration has
been saved in read-only mode.

To open a configuration

1 Inthe Cluster:Summary view, in the Configuration task panel, click Open
Configuration.

2 Inthe Open Configuration dialog box, click OK to confirm that you want to
open the configuration in read-write mode.

Saving the configuration

After updating the VCS cluster configuration, save it to disk in either read-only
or read-write mode.

To save the configuration

1 Inthe Cluster:Summary view, in the Configuration task panel, click Save
Configuration.

2 Inthe Save Configuration dialog box, check the Make Configuration
Read-Only option to save the configuration in read-only mode, or leave it
clear to save the configuration in read-write mode.

3 Click OK.
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Modifying cluster attributes

Edit the attributes of a cluster. You must have the role of cluster administrator
to edit cluster attributes.

To edit a cluster attribute using the attribute table
1 Inthe Cluster:Summary view, on the secondary tab bar, click Attributes.

2 Inthe All attributes for cluster table, locate the line item for the attribute
you want to edit.

3 In the Edit column, click the... (edit) button.

4 In the Edit Attribute dialog box, specify the following attribute details and
then click OK:

m  The attribute value
In the Values field, either click a value to change the it, or click the +
(plus) button to add a value. Click a value and then click the - (minus)
button to remove a value.
You can enter more than one value for some attributes. Use the up- and
down-arrow buttons to scroll among multiple values.

m  The systems on which to change the attribute
Specify a setting for the Apply value to option. Apply to all nodes
applies the changes to all systems listed the System List, which lists all
systems on which the attribute is configured. Apply to selected nodes
enables you to select nodes from the System List.
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Administering service groups

The Cluster Management Console enables you to add and configure a service
group according to the requirements of the application that the service group
supports. Use the following views to administer a service group:

Cluster:Groups
This is a cluster-level view of all service groups in the cluster.

Group:Summary
This is the first view at the service group level in the Cluster Management
Console.

To navigate to the Cluster:Groups view

1
2

On the navigation bar, click [Cluster].

On the secondary tab bar, click Summary, and then click Groups.

In the Cluster:Groups view, the Service Groups Listing table lists all service
groups in the selected cluster. The task panels contain several tasks that
you can perform in a one-to-many fashion on the listed service groups.

To navigate to the Group:Summary view

1
2
3

On the navigation bar, click [Cluster].
On the secondary tab bar, click Summary and then click Groups.

In the Cluster:Groups view, in the Groups Listing table, click a linked
service group name.

In the Group:Summary view, you can choose a task from the task pane or
select another service-group-level view using the tabs on the secondary tab
bar. Each view contains information and tasks for administering a single
service group.

Adding a service group to a cluster

Add and configure a service group as a member of the cluster. You must have the
role of cluster administrator to add a service group to a cluster.

To add a service group to a cluster

1

2

In the Cluster:Groups view, in the Configuration task panel, select Add
Service Group.

In the Service Group Configuration wizard, read the introductory text and
then click Next.
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3 Inthe Service Group Configuration dialog box, specify the following details
of the new service group and then click Next:

The service group name
Enter the name into the Service Group Name text box. Service group
names must:
m  Consist of only one string
m  Not contain special characters like . (period) or & (ampersand).
m  Begin with an alphabetic character.
The remaining characters in the name can be letters, digits,
hyphens, or underscores.
The service group type
Click either Failover or Parallel to specify the service group type.
See “Types of service groups” on page 25.

4 In the System List Configuration dialog box, specify the following details
for the target system and then click Next. (The target system is the system
on which you configure the service group.)

The target system name

Find the system you want in the list under Select and Add Systems. To
quickly find a specific system, click Filter, type a few letters of the
system name, and then click Apply.

To select a system, click the system name under Select and Add
Systems and then click the right-arrow button to move it under
Selected Systems. You can select multiple systems. To reject a system,
click the system name under Selected Systems and then click the
left-arrrow button. This action moves the system back under Select
and Add Systems.

The startup system

Under Select and Add Systems, check the Startup option next to a
system name if you want the service group to startup automatically on
that system.

5 In the Resource Configuration dialog box, specify the following details
about the resources and the service group and then click Next:

The resource name
Enter the name of the resource that you want to add to the service
group into the Resource Name text box. Resource names must:
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Consist of only one string
m  Not contain special characters like . (period) or & (ampersand).

m  Begin with an alphabetic character.
The remaining characters in the name can be letters, digits,
hyphens, or underscores.
m The resource type
Select the type of the new resource from the Resource Type drop-down
menu.
m Theresource startup state
If you want the resource to start in an enabled state after the service
group comes online, check Enable Resource.
m  The resource list for the service group
Click Add Resource to add the resource to the member resource list for
the service group. The resource list is used to populate the Resource
List table.
In the Resource List table, you can edit resource attributes or delete a
resource using the buttons in the Edit and Delete columns.

6 If youneed to link one or more resources, provide the following relationship
details in the Link/Unlink Resource dialog box and then click Finish.
Otherwise, click Finish now to exit the wizard and create the new service
group.

m  The parent resource
Use the Parent Resource drop-down menu to specify which resource
must be brought online after the child resource.

m  The child resource
Use Child Resource list box to select which resource should be brought
online first, and then click Add Link.

Deleting a service group from a cluster

Manually remove a service group from cluster membership. You must have the
role of cluster administrator to remove a service group from a cluster.

You cannot delete a service group if it is a child in a dependency. You must first
remove the dependency and then delete the service group.

See “Unlinking service groups” on page 108.

To delete a service group from a cluster

1 Inthe Cluster:Groups view, in the Groups Listing table, click the linked
name of the service group that you want to delete.
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In the Group:Summary view, in the Configuration task panel, click Delete
Service Group.

In the Delete Service Group dialog box, click OK to confirm that you want to
delete the specified service group.

Modifying a service group

Edit a service group configuration. You cannot edit the service group name or
type using this task. To change the name or type, you must first remove the
service group and then add it back using the desired name and type. You must
have the role of cluster administrator or service group administrator to edit a
service group.

To edit a service group configuration

1

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the service group that you want to modify.

In the Group:Summary view, in the Configuration task panel, click Modify
Service Group.

In the Service Group Configuration wizard, read the introductory text and
then click Next.

In the Service Group Configuration dialog box, the service group name and
type display but cannot be modified using this task. Click Next.

In the System List Configuration dialog box, specify the following details
for the target systems and then click Next. (The target systems are the
systems on that can host the service group.)

m  The target system names
Find the system you want in the list under Select and Add Systems. To
quickly find a specific system, click Filter, type a few letters of the
system name, and then click Apply.
To select a system, click the system name under Select and Add
Systems and then click the right-arrow button to move it under
Selected Systems. You can select one or more systems.
To reject a system, click the system name under Selected Systems and
then click the left-arrrow button to move it back under Select and Add
Systems.

m The startup system
Under Selected Systems, check the Startup option next to a system

name if you want the service group to startup automatically on that
system.
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m The system order of preference

Use the up- and down-arrow buttons to the right of the Selected

Systems table to set the order of systems in the list. To change the

position of a system in the list, click the system name in the Selected

Systems table and then click the up- or down-arrow button to move it

up or down in the list.

VCS attempts to bring the service group online on the first system in

the system list, unless you have selected a different system as the

startup system using the Startup option. If the service group cannot be
brought online on the first system or on the designated startup system,

VCS does one of the following:

m If the first system is also the startup system, VCS attempts to bring
the service group online on each remaining system in the order
listed.

m If the first system and the startup system are different, VCS
attempts to bring the service group online on the first system in
the list. If the first system fails, VCS attempts to bring the service
group online on each remaining system in the order listed.

In the Resource Configuration dialog box, specify the following details
about the resources that belong to the service group and then click Next:
m  The member resource list
Enter the name of any new resources that you want to add to the
service group into the Resource Name text box. Resource names must:
m  Consist of only one string
m  Not contain special characters like . (period) or & (ampersand).
m  Begin with an alphabetic character.
The remaining characters in the name can be letters, digits,
hyphens, or underscores.
m  The resource startup state
If you want the resource to start in an enabled state after the service
group comes online, check Enable Resource. Click Add Resource to add
the resource to the Resource List.
m  The resource attribute values or resource removal
In the Resource List table, you can edit resource attributes or delete a
resource using the buttons in the Edit and Delete columns.
See “Adding a resource to a service group” on page 115.

If you need to link one or more resources, provide the following relationship
details in the Link/Unlink Resource dialog box and then click Finish.
Otherwise, click Finish now to exit the wizard.

m  The parent resource
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Use the Parent Resource drop-down menu to specify which resource
must be brought online after the child resource.
The child resource

Use Child Resource list box to select which resource should be brought
online first, and then click Add Link.

Modifying the system list of a service group

Edit the list of systems that can host a service group. You must have the role of
cluster administrator or service group administrator to modify the system list of
a service group.

To modify the system list of a service group

1

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the service group that you want to modify.

In the Group:Summary view, in the Configuration task panel, click Modify
System List.

In the System List Configuration dialog box, specify the following details
for the target systems and then click Finish. (The target systems are the
systems on that can host the service group.)

The target system names

Find the system you want in the list under Select and Add Systems. To
quickly find a specific system, click Filter, type a few letters of the
system name, and then click Apply.

To select a system, click the system name under Select and Add
Systems and then click the right-arrow button to move it under
Selected Systems. You can select one or more systems.

To reject a system, click the system name under Selected Systems and
then click the left-arrrow button to move it back under Select and Add
Systems.

The startup system

Under Selected Systems, check the Startup option next to a system
name if you want the service group to startup automatically on that
system.

The system order of preference

Use the up- and down-arrow buttons to the right of the Selected
Systems table to set the order of systems in the list. To change the
position of a system in the list, click the system name in the Selected
Systems table and then click the up- or down-arrow button to move it
up or down in the list.
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VCS attempts to bring the service group online on the first system in
the system list, unless you have selected a different system as the
startup system using the Startup option. If the service group cannot be
brought online on the first system or on the designated startup system,
VCS does one of the following:

m Ifthe first system is also the startup system, VCS attempts to bring
the service group online on each remaining system in the order
listed.

m  If the first system and the startup system are different, VCS
attempts to bring the service group online on the first system in
the list. If the first system fails, VCS attempts to bring the service
group online on each remaining system in the order listed.

Bringing a service group online

Manually put a service group into a responsive, functioning state. You must
have the role of cluster operator or service group operator to bring a service
group online.

You can bring a service group online on a specific system, or you can bring the
service group online “anywhere.” If you select the Anywhere option, the service
group is brought online on the first available system in the cluster.

To bring a service group online with the opportunity to specify one system

1 Inthe Cluster:Groups view, in the Groups Listing table, click the linked
name of the offline service group that you want to bring online.

2 Inthe Group:Summary view, in the Operations task panel, click Online.

3 This step is necessary only if the system list for the service group has more
than one member system.
In the Online Service Group dialog box, select the system on which to bring
the service group online, or click Anywhere.
The system choices in this step are populated using the system list for the
service group. The Anywhere option causes this task to try each system in
the list until the service group is successfully brought online.

4  Click OK to confirm that you want to bring the service group online.

To bring one or more service groups online anywhere

1 Inthe Cluster:Groups view, in the Groups Listing table, check the check box
preceding the line item for the offline service group that you want to bring
online. Select all service groups by checking the check box at the top.

2 Inthe Operations task panel, click Online Anywhere.
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In the Online Service Group(s) dialog box, click OK to confirm that you want
to bring the selected service groups online on any system in the cluster.
The candidate systems are members of the system list for each service
group. The Online Anywhere task tries each system in a system list until
every service group is successfully brought online.

Taking a service group offline

Manually put a service group into an unresponsive, nonfunctioning state. You
must have the role of cluster operator or service group operator to take a service
group offline.

You can take a service group offline on a specific system, or you can take the
service group offline “anywhere”. If you select the Anywhere option, the service
group is taken offline on the first system in the cluster on which it is found.

To take a service group offline with the opportunity to specify one system

1

4

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the online service group that you want to take offline.

In the Group:Summary view, in the Operations task panel, click Offline.

This step is necessary if only if the service group is online on more than one
system.

In the Offline Service Group dialog box, select the system on which to take
the service group offline, or click Anywhere.

Click OK to confirm that you want to take the service group offline.

To take one or more service groups offline anywhere

1

In the Cluster:Groups view, in the Clusters Listing table, check the check
box preceding the line item for each online service group that you want to
take offline. Select all service groups by checking the check box at the top.

In the Operations task panel, click Offline Anywhere.

In the Offline Service Group(s) dialog box, click OK to confirm that you want
to take the selected service groups offline anywhere (on any system) in the
cluster.
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Switching a service group

Manually switch a service group to another system in the cluster.

To switch a service group

1

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the service group that you want to switch.

In the Group:Summary view, in the Operations task panel, click Switch.

In the Switch Service Group dialog box, select the destination system for
the service group from the drop-down menu. Select Anywhere to switch the
service group to any other system in the cluster.

The system choices in this step are populated using the system list for the
service group. The Anywhere option causes this task to try every other
system in the list until the service group is successfully brought online.

If insufficient room exists on the target system, you can check the Evacuate
lower-priority service groups option. This option makes room for the
service group being switched by taking lower-priority service groups
offline.

Click OK.

Freezing a service group

Prevent a service group from failing over to another system. Freezing a service
group stops all online and offline operations on the service group. Note that you
cannot freeze a service group when the service group state is in transition.

To freeze a service group

1

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the service group that you want to freeze.

In the Group:Summary view, in the Operations task panel, click Freeze.

In the Freeze Service Group dialog box, click OK to confirm that you want to
freeze the specified service group. If you want the service group to remain
frozen until explicitly unfrozen, check the Freeze Persistently option.
Otherwise, the service group unfreezes when either the management server
or the Cluster Management Console is restarted.

To freeze one or more service groups

1

In the Cluster:Groups view, in the Groups Listing table, check the check box
preceding the line item for each unfrozen service group that you want to
freeze. Select all service groups by checking the check box at the top.
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2
3

In the Operations task panel, click Freeze.

In the Freeze Service Group(s) dialog box, click OK to confirm that you want
to freeze the specified service groups.

Unfreezing a service group

Return a frozen service group to normal failover behavior. Unfreezing a service
group restarts online and offline operations on the service group.

To unfreeze a service group

1

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the frozen service group that you want to unfreeze.

In the Group:Summary view, in the Operations task panel, click Unfreeze.

In the Unfreeze Service Group dialog box, click OK to confirm that you want
to unfreeze the specified service group.

To unfreeze one or more service groups

1

In the Cluster:Groups view, in the Groups Listing table, check the check box
preceding the line item for each frozen service group that you want to
unfreeze. Select all service groups by checking the check box at the top.

In the Operations task panel, click Unfreeze.

In the Unfreeze Service Group(s) dialog box, click OK to confirm that you
want to unfreeze the specified service groups.

Enabling a service group

Enable a disabled service group so that it can be brought online. A service group
that is manually disabled during a maintenance procedure must first be enabled
before it can be brought online.

To enable a service group

1

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the service group that you want to enable.

In the Group:Summary view, in the Operations task panel, click Enable.

In the Enable Service Group dialog box, use the drop-down menu to select a
system on which to enable the service group. Select all to enable the service
group on all systems in the cluster.

Click OK.
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Disabling a service group

Disable a service group to prevent it from coming online. Use disablement to
temporarily prevent agents from monitoring a service group on a system
undergoing maintenance operations.

To disable a service group

1

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the enabled service group that you want to disable.

In the Group:Summary view, in the Operations task panel, click Disable.

In the Disable Service Group dialog box, use the drop-down menu to select a
system on which to disable the service group. Select all to disable the
service group on all systems in the cluster.

Click OK.

Linking service groups

Create dependencies among service groups.

See “About service group dependencies” on page 426.

To link two service groups with a parent-child dependency

1

In the Cluster:Groups view, in the Configuration task panel, click Link
Service Groups.

In the Link Service Groups dialog box, specify the following details of the
dependency and then click OK:

m  The service groups that you intend to serve as the parent service group
and the child service group
Use the corresponding drop-down menus for this specification.

m  The relationship type
In a Local dependency, an instance of the parent service group depends
on an instance of the child service group being online or offline on the
same system, depending on the category of group dependency. In a
Global dependency, an instance of the parent service group depends on
one or more instances of the child service group being online on any
system.

m  The dependency category
In a Soft dependency, VCS imposes minimal constraints while bringing
the parent and child service groups online and taking them offline. In a
Firm dependency, VCS takes the child service group offline before
taking the parent service group offline when the child service group
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faults. In a Hard dependency, VCS takes the parent service group
offline before taking the child service group offline when the child
service group faults.

Hard dependencies are designed for use with Veritas Volume
Replicator in disaster recovery configurations. In these configurations,
the application is in the parent service group and the replication
resources are in the child service group.

Viewing service group dependencies

View a graphical representation of dependencies that exist among service
groups.

View a graphical representation of dependencies that exist among service
groups.

To view service group dependencies and get status information
1 Onthe navigation bar, click [Cluster].
2 Onthe secondary tab bar, click Summary and then click Group Dependency.

This view presents a graphical representation of all currently configured
service groups and the dependencies that exist among them.

3 Click a service group icon to get information about the service group that it
represents.

Unlinking service groups

Remove dependencies among service groups.

To unlink two service groups that share a parent-child dependency

1 Inthe Cluster:Groups view, in the Configuration task panel, click Unlink
Service Groups.

2 In the Unlink Service Groups dialog box, select the parent group and the
child group from the corresponding drop-down menus and then click OK.

Adding systems to a service group

Add systems to the system list of a service group. You can add systems to the
system list of a service group when you add or modify the service groups in a
cluster. You add or modify service groups using the Service Group Configuration
wizard.

See “Adding a service group to a cluster” on page 97.

See “Modifying a service group” on page 100.
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Deleting systems from a service group

Delete systems from the system list of a service group. You can delete systems
from the system list of a service group when you add or modify the service
groups in a cluster. You add or modify service groups using the Service Group
Configuration wizard.

See “Adding a service group to a cluster” on page 97.

See “Modifying a service group” on page 100.

Faulting a service group

Manually simulate a fault on a service group to test failover behavior. This
operation is available only when using the cluster simulator.

To fault a single service group

1

4

In the Cluster:Groups view, in the Groups Listing table, click the linked
name of the service group that you want to fault.

In the Group:Summary view, in the Simulation task panel, click Fault
Service Group.

In the Fault Service Group dialog box, select the systems on which you want
to fault the service group from the drop-down menu.

This drop-down menu is populated using the system list of the service
group. The system list of a service group contains a list of all systems on
which the service group is configured.

Click OK.

To fault one or more service groups

1

In the Cluster:Groups view, in the Groups Listing table, check the check box
preceding the line item for each service group that you want to fault. Select
all service groups by checking the check box at the top.

In the Simulation task panel, click Fault Service Groups.

In the Fault Service Group(s) dialog box, use the appropriate drop-down
menu to select the systems on which you want to fault each service group.
Each drop-down menu is populated using the system list of each service
group. The system list of a service group contains a list of all systems on
which the service group is configured.

Click OK.
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Clearing a faulted service group

Clear a service group to remove the resource faults within the group. You must
have the role of cluster administrator or service group administrator to clear a
faulted service group.

This task makes the service group available to be brought online. A resource
fault in a service group may occur in several situations, such as a power failure
or faulty configuration.

To clear a faulted service group

1
2

In the Group:Summary view, in the Operations task panel, click Clear Fault.

In the Clear Faulted Group dialog box, use the drop-down menu to select the
system on which to clear the service group. To clear the group on all
systems, click All Systems.

Click OK.

To clear one or more service groups

1

In the Cluster:Groups view, in the Groups Listing table, check the check box
preceding the line item for each service group that you want to clear. Select
all service groups by checking the check box at the top.

In the Operations task panel, click Clear Fault.

In the Clear Service Group(s) Faults dialog box, use the appropriate
drop-down menu to select the systems on which you want to clear each
service group. Each drop-down menu is populated using the system list of
each service group. The system list of a service group contains a list of all
systems on which the service group is configured.

Click OK.

Modifying service group attributes

Edit the attributes of a service group. You must have the role of cluster
administrator or service group administrator to edit attributes.

To edit a service group attribute using the attribute table

1
2

In the Group:Summary view, click Attributes.

In the All attributes for group table, locate the line item for the attribute
you want to edit.

In the Edit column, click the ... (edit) button.

In the Edit Attribute dialog box, specify the following attribute details and
then click OK:
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m  The attribute value
In the Values field, either click a value to change the it, or click the +
(plus) button to add a value. Click a value and then click the - (minus)
button to remove a value.
You can enter more than one value for some attributes. Use the up- and
down-arrow buttons to scroll among multiple values.

m  The systems on which to change the attribute
Specify a setting for the Apply value to option. Apply to all nodes
applies the changes to all systems listed the System List, which lists all
systems on which the attribute is configured. Apply to selected nodes
enables you to select nodes from the System List.

To edit a service group attribute using the task pane

1

In the Cluster:Summary view, in the Groups Listing table, check the check
box preceding the line item for each service group with the attribute that
you want to edit. Select all service groups by checking the check box at the
top.

In the Configuration task panel, click Edit Attribute.

Specify the attribute details.
See “Modifying service group attributes” on page 110.

Flushing a service group

Postpone the resolution of resource-related problems that occur while a service
group is being brought online or taken offline. You must have the role of cluster
administrator or service group administrator, or service group operator to flush
a service group.

Flushing a service group halts the current operation on the resources yet to be
brought online or taken offline. Flushing a service group typically leaves the
cluster in a partial state. After flushing a service group, you can resolve the issue
with the problematic resource.

To flush a service group

1
2

In the Group:Summary view, in the Operations task panel, click Flush.

In the Flush Service Group dialog box, select the system on which you want
to flush the service group from the drop-down menu.

The menu is populated with system from the service group system list,
which contains the systems on which the service group is configured.

Click OK.
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Adding a RemoteGroup resource from Cluster Management Console

A RemoteGroup resource enables you to monitor and manage a service group on
aremote cluster. You must have the role of cluster administrator or service
group administrator to configure a remote group resource.

Use the RemoteGroup agent to create a dependency between a local and remote
service group. Typically, the RemoteGroup resource depends on an IP resource
in the local service group.

See the Veritas Cluster Server Bundled Agents Reference Guide for more
information on this agent.

Note: Although this topic refers to a remote service group, the Add Remote
Group task is not part of VCS global cluster configuration. This task is intended
to provide a simple way to monitor and manage a service group on another
cluster.

To configure a remote group resource on a local cluster

1 Inthe Group:Summary view, in the Configuration task panel, click Add
Remote Group Resource.

2 Inthe Remote Group Resource wizard, read the introductory information
and then click Next.

3 In the RemoteGroup Resource dialog box, enter a name in the
RemoteGroup Resource Name box and then click Next.

4 In the Remote Cluster Authentication dialog box, enter the host IP address
and all of the required user authentication information. If you are logging
in to a cluster running in secure mode, check Select to enter domain name
for Secure Cluster and then enter the domain name in the box provided.

5 Inthe Create RemoteGroup Resource dialog box, specify the following

monitoring details and then click Finish:

m  The remote service group
Select the remote service group from the Remote Service Group
drop-down menu. This menu is populated using the service groups
configured in the remote cluster that you specified.

m  The type of monitoring you want to perform.
The following options are available on the Type of Monitoring
drop-down menu:
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= OnlineOnly
The RemoteGroup resource only brings the remote service group
online. The RemoteGroup resource cannot take the remote service
group offline.
= MonitorOnly
The RemoteGroup resource only monitors the state of the remote
service group. The RemoteGroup resource cannot online or offline
the remote service group.
m  OnOff
The RemoteGroup resource brings the remote service group online
or takes it offline.
m  Monitoring details
The System Based Monitoring Details setting has two options, Any and
One-to-One Mapping. See the Veritas Cluster Server Bundled Agents
Reference Guide for information on this setting.
After you configure the RemoteGroup resource, you can view the service group
dependency in the Cluster:Group Dependency view.

See “Viewing service group dependencies” on page 108.
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Administering resources

The Cluster Management Console enables you to add and configure resources
according to the requirements of the service groups that the resource supports.
Use the following views to administer a resource:

Cluster:Resources
This is a cluster-level view of all resources in the cluster.

Resource:Summary
This is the first view at the resource level in the Cluster Management
Console.

Group:Summary
This is the first view at the service group level in the Cluster Management
Console.

Group:Resources
This is a service-group-level view of all resources in a service group and any
dependencies that exist among them.

To navigate to the Cluster:Resources view

1
2

On the navigation bar, click [Cluster].

On the secondary tab bar, click Summary and then click Resources.

In the Cluster:Resources view, the Resources Listing table lists all
resources in the selected cluster. The task panels contain tasks that you can
perform in a one-to-many fashion on the listed resources.

To navigate to the Resource:Summary view

1
2
3

On the navigation bar, click [Cluster].
On the secondary tab bar, click Summary and then click Resources.

In the Cluster:Resources view, in the Resources Listing table, click a linked
resource name.

In the Resource:Summary view, you can choose a task from the task pane or
select another resource-level view using the tabs on the secondary tab bar.
Each view contains information and tasks for administering a single
resource.

To navigate to the Group:Summary view

1
2

On the navigation bar, click [Cluster].

On the secondary tab bar, click Summary and then click Groups.
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In the Cluster:Groups view, in the Service Groups Listing table, click a
linked service group name.

In the Group:Summary view, the Configuration task panel contains several
resource-related tasks.

To navigate to the Group:Resources view

1
2
3

On the navigation bar, click [Cluster].
On the secondary tab bar, click Summary and then click Groups.

In the Cluster:Groups view, in the Service Groups Listing table, click a
linked service group name.

In the Group:Summary view, on the secondary tab bar, click Resources.
The Group:Resources view contains a graphical representation of the
resources in the service group and any dependencies that exist among
them.

Adding a resource to a service group

Add and configure a required resource as a member of a service group. You must
have the role of cluster administrator or service group administrator to add a
resource to a service group.

To add a resource to a service group

1

In the Group:Summary view, in the Configuration task panel, click
Add/Modify Resource.

In the Resource Configuration dialog box, specify the following details

about the resource and the service group and then click OK:

m  Theresource name
Enter the name of the resource that you want to add to the service
group into the Resource Name text box. Names must consist of only
one string and must not contain special characters like . (period) or _
(underscore).

m  The resource type
Select the type of the new resource from the Resource Type drop-down
menu.

m Theresource startup state
If you want the resource to start in an enabled state after the service
group comes online, check Enable Resource.
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m  The resource list for the service group
Click Add Resource to add the resource to the member resource list for
the service group. The resource list is used to populate the Resource
List table.
In the Resource List table, you can edit resource attributes or delete a
resource using the buttons in the Edit and Delete columns.

Overriding resource attributes

Change the default value of one or more resource attributes. You must have the
role of cluster administrator or group administrator to override resource
attribute values.

To override resource attributes

1

In the Cluster:Resources view, in the Resources Listing table, click a linked
resource name.

In the Resource:Summary view, in the Configuration task panel, click
Override Attributes.

In the Override Attributes dialog box, select the attribute you want to
override from the drop-down menu and then click OK.

In the Edit Attribute dialog box, specify the following attribute details and
then click OK:

m  The attribute value
In the Values field, either click a value to change the it, or click the +
(plus) button to add a value. Click a value and then click the - (minus)
button to remove a value.
You can enter more than one value for some attributes. Use the up- and
down-arrow buttons to scroll among multiple values.

m  The systems on which to change the attribute
Specify a setting for the Apply value to option. Apply to all nodes
applies the changes to all systems listed the System List, which lists all
systems on which the attribute is configured. Apply to selected nodes
enables you to select nodes from the System List.

To remove resource overrides

1

In the Cluster:Resources view, in the Resources Listing table, click a linked
resource name.

In the Resource:Summary view, in the Configuration task panel, click
Remove Overrides.
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Click OK to confirm that you want to remove previously configured override
values.

Enabling and disabling resources

Prepare a resource to be brought online or prevent a resource from being
brought online. A resource must be enabled before it can be brought online. A
disabled resource cannot be brought online. You must have the role of cluster
operator or service group operator to enable or disable resources.

To enable or disable selected resources

1

In the Cluster:Resources view, in the Resources Listing table, click a linked
resource name.

In the Operations task panel, click Enable or Disable.

In either the Enable Resource or Disable Resource dialog box, click OK.

Bringing a resource online

Manually bring a resource online. You must have the role of cluster operator or
group operator to bring a resource online.

1

In the Cluster:Resources view, in the Resources Listing table, click the
linked name of the resource you want to bring online.

In the Resource:Summary view, in the Operations task panel, click Online.

In the Online Resource dialog box, select the system on which to bring the
resource online from the drop-down menu.

Click OK.

Taking a resource offline

Manually take a resource offline. You must have the role of cluster operator or
group operator to take a resource online.

1

In the Cluster:Resources view, in the Resources Listing table, click the
linked name of the resource you want to bring online.

In the Resource:Summary view, in the Operations task panel, click Online.

In the Online Resource dialog box, select the system on which to bring the
resource online from the drop-down menu.

Click OK.
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Taking a resource offline and propagating the command

Take a resource and all of its dependents offline. Use this task to propagate the
offline state of a parent resource to its child resources. This link is disabled if
any of the following conditions exist:

m  You do not have the role of either cluster administrator or cluster operator
m  The resource does not depend on any other resource
m  Anonline resource depends on this resource

m The resource is not online

To take a parent resource and all of its child resources offline

1 Inthe Cluster:Resources view, in the Resources Listing table, click the
linked name of the resource you want to take offline.

2 Inthe Resource:Summary view, in the Operations task panel, click Offline
Propagate.

3 In the Offline Propagate for Resource dialog box, select the system on
which to bring the resource online from the drop-down menu.

4  Click OK.

Faulting a resource

Manually simulate a fault on a resource to test failover behavior. This operation
is available only when using the cluster simulator.

To fault a single service group

1 Inthe Cluster:Resources view, in the Resources Listing table, click the
linked name of the resource that you want to fault.

2 Inthe Resource:Summary view, in the Simulation task panel, click Fault
Resource.

3 In the Fault Resource dialog box, on the drop-down menu, select the
systems on which you want to fault the resource.
This drop-down menu is populated using the system list of the resource.
The system list of a resource contains a list of all systems on which the
resource is configured.

4  Click OK.
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To fault one or more resources

1 Inthe Cluster:Resources view, in the Resources Listing table, check the
check box preceding the line item for each resource that you want to fault.
Select all resources by checking the check box at the top.

2 Inthe Simulation task panel, click Fault Resources.

In the Fault Resource(s) dialog box, use the appropriate drop-down menu to
select the systems on which you want to fault each resource. Each
drop-down menu is populated using the system list of each resource. The

system list of a resource contains a list of all systems on which the resource
is configured.

3 Click OK.

Clearing a faulted resource

Clear a resource to remove a fault and make the resource available to go online.
You must have the role of cluster operator or service group operator to clear a
faulted resource. A resource fault can result from occurences such as a power
failure or a faulty configuration.

To clear a single faulted resource

1 Inthe Cluster:Resources view, in the Resources Listing table, click the
linked name of the faulted resource that you want to clear.

2 Inthe Resource:Summary view, in the Operations task panel, click Clear
Fault.
To clear one or more faulted resources

1 Inthe Cluster:Resources view, in the Resources Listing table, check the
check box preceding the line item for each resource that you want to clear.
Select all resources by checking the check box at the top.

2 Inthe Operations task panel, click Clear Fault.

Probing a resource

Probe a resource to confirm that it is properly configured and ready to bring
online.

To probe a resource

1 Inthe Cluster:Resources view, in the Resources Listing table, click the
linked name of the resource that you want to probe.

2 Inthe Resource:Summary view, in the Operations task panel, click Probe.
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In the Probe Resource dialog box, select the system on which you want to
probe the specified resource from the drop-down menu and then click OK.
The dialog box displays a message indicating success or failure. Success
indicates that the resource is properly configured and, if not already online,
is ready to be brought online.

Deleting a resource from a service group

Delete a resource from membership in a service group. You must have the role of
cluster administrator or service group administrator to delete a resource from a
service group.

To delete a resource from a service group

1

Linking resources

In either the Cluster:Resources or Group:Summary view, in the Resource
Listing table, click the linked name of the resource that you want to delete.

In the Resource:Summary view, in the Configuration task panel, click
Delete Resource.

In the Delete Resource dialog box, click OK to confirm that you want to
delete the resource.

Link resources to create a dependency. You must have the role of cluster
administrator or service group administrator to link resources.

To link two resources

1

In the Resource:Summary view, in the Configuration task panel, click
Link/Unlink Resource.

In the Link/Unlink Resource dialog box, specify the following details for the
resource link and then click OK:

m  The parent resource
Select the parent resource from the drop-down menu. This resource
must be brought online before the child resource. The Parent Resource
menu is populated using the resource list of the service group in which
the resources are configured.

m  The child resource
Select the child resource from the scroll box. This resource is brought
online after the parent resource. The Child Resource scroll box is
populated using the resource list of the service group in which the
resources are configured. This list is filtered depending upon the
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selection you make in Parent Resource. Click Add Link after you select
a child resource to add the link to the Currently Linked table.

Viewing resource dependencies

View a graphical representation of the dependencies that exist for a resource.

To view service group dependencies and get status information

1

2
3
4

On the navigation bar, click [Cluster].
On the secondary tab bar, click Summary and then click Resources.
In the Resources Listing table, click the linked name of a resource.

In the Resource:Summary view, on the secondary tab bar, click
Dependency.

This view presents a graphical representation of the selected resource and
all currently configured resources that have a dependency relationship with
the resource.

Click a resource icon to get information about the resource that it
represents.

Unlinking resources

Unlink two resources to remove a dependency. You must have the role of cluster
administrator or service group administrator to unlink resources.

To unlink two resources

1

In the Resource:Summary view, in the Configuration task panel, click
Link/Unlink Resource.

In the Link/Unlink Resource dialog box, in the Currently Linked table, click
the X button on the line item that corresponds to the link that you want to
remove.

Click OK.

Modifying a resource attribute

Edit the attributes of a resource. You must have the role of cluster administrator
or service group administrator to edit resource attributes.

To edit a resource attribute using the attribute table

1

In the Resource:Summary view, on the secondary tab bar, click Attributes.
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2 Inthe All attributes for resource table, locate the line item for the attribute
you want to edit.

3 In the Edit column, click the ... (edit) button.

4 In the Edit Attribute dialog box, specify the following attribute details and

then click OK:

m  The attribute value
In the Values field, either click a value to change the it, or click the +
(plus) button to add a value. Click a value and then click the - (minus)
button to remove a value.
You can enter more than one value for some attributes. Use the up- and
down-arrow buttons to scroll among multiple values.

m  The systems on which to change the attribute
Specify a setting for the Apply value to option. Apply to all nodes
applies the changes to all systems listed the System List, which lists all
systems on which the attribute is configured. Apply to selected nodes
enables you to select nodes from the System List.

Invoking a resource action
Run a predefined action script on a resource. Examples of predefined resource
actions include splitting and joining disk groups.
To invoke a resource action

1 Inthe Cluster:Resources view, in the Resources Listing table, click the
linked name of the resource on which you want to invoke an action.

2 Inthe Resource:Summary view, in the Operations task panel, click Invoke
Action.

3 Inthe Invoke Action dialog box, select the script that you want to run and
the system on which you want to run it.

4  Specify arguments for the action
Click the + (plus) button to add arguments. Click an argument name and
then click the - (minus) button to remove it.

5 Click OK.

Refreshing the Resourcelnfo attribute

Refresh the Resourcelnfo attribute to view the latest values for that attribute.
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To refresh the Resourcelnfo attribute

1

In the Cluster:Resources view, in the Resources Listing table, click the
linked name of a resource with the Resourcelnfo attribute.

In the Resource:Summary view, in the Operations task panel, click Refresh
Resource Info.

In the Refresh Resource Info dialog box, select the system on which you
want to refresh the Resourcelnfo attribute.

Click OK.

Clearing the Resourcelnfo attribute

Clear the Resourcelnfo attribute to reset all the parameters in this attribute.

To clear the parameters of the Resourcelnfo attribute

1

In the Cluster:Resources view, in the Resources Listing table, click the
linked name of a resource with the Resourcelnfo attribute.

In the Resource:Summary view, in the Operations task panel, click Clear
Resource Info.

In the Clear Resource Info dialog box, select the system on which you want
to clear the Resourcelnfo attribute.
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Administering resource types

The Cluster Management Console enables you to add and configure resource
types according to the requirements of the resources that they represent. Use
the following views to administer a resource type:

m  Cluster:Resource Types
This is a cluster-level view of all resource types in the cluster.

m  Resource Type:Attributes
This is the first and only view at the resource type level in the Cluster
Management Console.

To navigate to the Cluster:Resource Types view
1  On the navigation bar, click [Cluster].

2 On the secondary tab bar, click Summary and then click Resource Types.
In the Cluster:Resource Types view, the Resource Types Listing table lists
all resource types in the selected cluster. The task panels contain tasks that
you can perform in a one-to-many fashion on the listed resource types.

To navigate to the Resource Type:Attributes view
1 On the navigation bar, click [Cluster].
2 Onthe secondary tab bar, click Summary and then click Resource Types.

3 Inthe Cluster:Resource Types view, in the Resource Types Listing table,
click a linked resource type name.
In the Resource Type:Attributes view, you can choose a task from the task
pane or click the button in the Edit column of the table to edit the attribute
value.

Modifying resource type attributes

Edit the attributes of a resource type. You must have the role of cluster
administrator or service group administrator to edit resource type attributes.

To edit resource type attributes using the attribute table

1 Inthe Cluster:Resource Types view, in the Resource Types Listing table,
click a linked resource name.

2 Inthe Resource Type:Attributes view, in the All attributes for resource
type table, locate the line item for the attribute that you want to edit. Not all
attributes can be edited.

3 In the Edit column, click the ... (edit) button.
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4 In the Edit Attribute dialog box, specify the following attribute details and
then click OK:

The attribute value
In the Values field, specify an appropriate string value for the attribute.

The systems on which to change the attribute

Specify a setting for the Apply value to option. Apply to all nodes
applies the changes to all systems listed the System List, which lists all
systems on which the attribute is configured. Apply to selected nodes
enables you to select nodes from the System List.
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Administering systems

The Cluster Management Console enables you to configure and manage the
systems that host the cluster service groups and resources. Use the
Cluster:Systems view and the System:Summary view to administer systems.

To navigate to the Cluster:Systems view

1
2

On the navigation bar, click [Cluster].

On the secondary tab bar, click Systems.

In the Cluster:Systems view, the Systems Listing table lists all systems in
the selected cluster. The task panels contain several tasks that you can
perform in a one-to-many fashion on the listed systems.

To navigate to the System:Summary view

1
2
3

On the navigation bar, click [Cluster].
On the secondary tab bar, click Systems.

In the Cluster:Systems view, in the Systems Listing table, click a linked
system name.

In the Systems:Summary view, you can choose a task from the task pane or
select another system-level view using the tabs on the secondary tab bar.
Each view contains information and tasks for administering a single
system.

Freezing a System

Freeze a system to prevent the service groups that it hosts from failing over to
another system. Use this procedure before performing a system upgrade.

To freeze a system

1

In the [Cluster]:Systems view, in the Systems Listing table, click the linked
name of the system that you want to freeze.

In the System:Summary view, in the Operations task panel, click Freeze.

In the Freeze System dialog box, select one or both of the following options:

m  Select Persistent if you want the system to retain a frozen state when
the cluster is rebooted.

m  Select Evacuate if you want the system’s active service groups to fail
over to another system in the cluster before the freezing operation
takes place.

Click OK.
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You can freeze one or more systems at a time directly from the Cluster:Systems
view by selecting the check boxes for systems in the Systems Listing table and
then clicking Freeze in the Operations task panel.

Unfreezing a system

Unfreeze a frozen system to perform online or offline operations on the system.

To unfreeze a system

1

In the [Cluster]:Systems view, in the Systems Listing table, click the linked
name of the system that you want to unfreeze.

In the System:Summary view, in the Operations task panel, click Unfreeze.

In the Unfreeze System dialog box, click OK to confirm that you want to
unfreeze the system.

You can unfreeze one or more systems at a time directly from the
Cluster:Systems view by selecting the check boxes for systems in the Systems
Listing table and then clicking Unfreeze in the Operations task panel.

Modifying system attributes

Edit the attributes of a system. You must have the role of cluster administrator
or service group administrator to edit system attributes.

Edit the attributes of a cluster. You must have the role of cluster administrator
to edit cluster attributes.

To edit a cluster attribute using the attribute table

1
2

In the System:Summary view, on the secondary tab bar, click Attributes.

In the All attributes for system table, locate the line item for the attribute
you want to edit. Not all attributes can be edited.

In the Edit column, click the ... (edit) button.

In the Edit Attribute dialog box, specify the following attribute details and
then click OK:
m  The attribute value
In the Values field, either click a value to change the it, or click the +
(plus) button to add a value. Click a value and then click the - (minus)
button to remove a value.
You can enter more than one value for some attributes. Use the up- and
down-arrow buttons to scroll among multiple values.
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m  The systems on which to change the attribute
Specify a setting for the Apply value to option. Apply to all nodes
applies the changes to all systems listed the System List, which lists all
systems on which the attribute is configured. Apply to selected nodes
enables you to select nodes from the System List.

To edit a system attribute using the task pane

1

In the Cluster:Summary view, in the Clusters Listing table, check the check
box preceding the line item for each system with the attribute that you want
to edit. Select all systems by checking the check box at the top.

In the Configuration task panel, click Edit Attribute.

Specify the attribute details.

See “To edit a system attribute using the attribute table” in “Modifying
system attributes” on page 127.
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Administering attributes

The Cluster Management Console enables you to edit the attributes of cluster
objects (clusters, service groups, systems, resources, and resource types). Ensure
that the cluster configuration is open (in read/write mode) before editing
attributes. Attributes for an object are available in any object summary view,
such as the Cluster:Summary view or the Resource:Summary view. After
navigating to an object summary view, click the Attributes tab on the secondary
tab bar.

Changes to certain attributes, such as a webip attribute, may involve taking the
service group offline, modifying the configuration file, and bringing the group
back online.

To edit an attribute

1 Navigate to an Object:Summary view for the object with the attributes you
want to edit.
See “Overview of the Cluster Management Console” on page 82 for
information about navigating among views in the view hierarchy.

2 Inthe Object:Summary view, on the secondary tab bar, click Attributes.

3 Inthe All attributes table, click the ... (edit) button for the attribute you
want to edit.

4 In the Edit Attribute dialog box, specify the following attribute details and
then click OK:

m  The attribute value
In the Values field, either click a value to change the it, or click the +
(plus) button to add a value. Click a value and then click the - (minus)
button to remove a value. (Some Edit Attribute dialog boxes have just a
text field for the value).
You can enter more than one value for some attributes. Use the up- and
down-arrow buttons to scroll among multiple values.

m  The systems on which to change the attribute
Specify a setting for the Apply value to option. Apply to all nodes
applies the changes to all systems listed the System List, which lists all
systems on which the attribute is configured. Apply to selected nodes
enables you to select nodes from the System List.
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Viewing logs

In the Manage tab view hierarchy, the following levels of views each have a logs
tab on the secondary tab bar.

m  Cluster
m  Group
m  System

m  Resource
See “The Manage tab, secondary tabs, and the view hierarchy” on page 85.

The Logs tab takes you to a view of log entries about the individual object that
you select.

To navigate to the logs view for an object
1 Onthe navigation bar, click Manage.
2 Navigate to one of the following views for a particular object:
m  Cluster:Summary
m  Group:Summary
m  System:Summary
m  Resource:Summary

3 Inthe Object:Summary view, on the secondary tab bar, click Logs.
Object is the type of the object that you selected. Each logs tab contains a
search box and Search button so that you can quickly find the log entries
that you want.

See “Overview of the Cluster Management Console” on page 82 for information

about navigating among views.

See “Conducting a search” on page 131.

Note: Logs for clusters and service groups contain entries about only the object
that you select. Entries for descendant objects are not included.
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Conducting a search

You can perform a search using either the search bar or the Search tab.

The search bar is located immediately below the main tab bar, and contains a
text entry box and a Search button. (You may need to scroll right to see these
controls on some systems.) The search bar is available for all views except those
under the Search tab.

The Search tab is located on the main tab bar. Views under the Search tab
contain a text entry box and a Search button and offer some filtering options.
The search feature displays results in one or more of the search views, which
you navigate to using secondary tabs under Search. These tabs are labelled
Clusters, Groups, Systems, Resources, Resource Types, and Logs. Each tab
contains a table that lists the search results, or kits, in the corresponding object
category. By default, the console takes you to the search views after each search.
The destination view is whichever view was most recently visited.

The search feature supports a form of Boolean AND and OR operations, as well
as “wildcard” searches, with the Exact Match and Match All Terms options. The
search feature does not currently support:

To perform a search using the search bar

1 Inthe text entry box, type one or more text strings that you want to find.
Use a space character to separate text strings.

2 Click Search.

3 Visit each search view to see the hits in each object category.
Your particular destination view depends on which search view was most
recently visited. Click the other secondary tabs (Clusters, Groups, and so on)
to visit the other search views.

To perform a search using the Search tab
1  On the main tab bar, click Search.

2 Onthe secondary tab bar, click the object category (Clusters, Groups, and so
on) in which you want to begin your search.

3 Inthe text entry box, type one or more text strings that you want to find.
Use a space character to separate text strings.

4  Check one or more of the following options and then click Search:

m  Exact Match
Requires each search result to match at least one whole search string.
This option excludes occurrences in which a search string is part of a
longer string.
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m  Match All Terms

Requires each search result to match all search terms (strings).

The behavior of this option depends on the setting of the Exact Match
option according to the following example:
Consider object1 with attribute path = /tmp/f3 and object2 with
attribute path = /tmp/f4:

Search String

path f3
path f3
path f3

path f3

m Highlight

Exact Match
Option Setting

checked
checked
cleared

cleared

Match All Terms Search results

Option Setting
checked
cleared
checked

cleared

none
none
object1

object1, object2

Highlights the string occurrences in the search result tables.
Combine Exact Match and Match All Terms to minimize the number of
candidate occurrences.

5 Visit each search view to see the hits in each object category.
Your first results are displayed in the same view in which you started the
search. Click the other secondary tabs (Clusters, Groups, and so on) to see
any hits the other search views.

Note: After you perform a search, changing the Exact Match, Match All Terms,
and Highlight option settings automatically updates the results.
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About the Cluster Manager (Java Console)

Cluster Manager (Java Console) offers complete administration capabilities for
your cluster. Use the different views in the Java Console to monitor clusters and
VCS objects, including service groups, systems, resources, and resource types.
Many of the operations supported by the Java Console are also supported by the
command line interface and Cluster Management Console.

The console enables or disables features depending on whether the features are
supported in the cluster that the console is connected to. For example, the
Cluster Shell icon is grayed out when you connect to recent versions of VCS. But
the icon is enabled when you connect to earlier versions of a VCS cluster.

Disability compliance

Cluster Manager (Java Console) for VCS provides disabled individuals access to
and use of information and data that is comparable to the access and use
provided to non-disabled individuals, including:

m  Alternate keyboard sequences for specific operations.
See “Accessibility and VCS” on page 717.

m  High-contrast display settings.

m  Support of third-party accessibility tools. Note that Symantec has not tested
screen readers for languages other than English.

m  Text-only display of frequently viewed windows.

Getting started

m  Make sure you have the current version of Cluster Manager (Java Console)
installed. If you have a previous version installed, upgrade to the latest
version. Cluster Manager (Java Console) is compatible with earlier versions
of VCS.

m  Cluster Manager (Java Console) is supported on:

m AIX5.2and5.3

HPUX 11.23 IA and PA - RISC

RHEL 4 Update 3 and RHEL 5

SLES9 SP3 and SLES 10

Solaris SPARC 2.8, 2.9, and 2.10
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Note: Make sure you are using an operating system version that supports
JRE 1.5.

Verify the configuration has a user account. A user account is established
during VCS installation that provides immediate access to Cluster Manager.
If a user account does not exist, you must create one.

See “Adding a user” on page 170.

On UNIX systems, you must set the display for Cluster Manager.
See “Setting the display on UNIX systems” on page 135.

Start Cluster Manager.
See “Starting Cluster Manager (Java console)” on page 136.

Add a cluster panel.
See “Configuring a new cluster panel” on page 165.

Log on to a cluster.
See “Logging on to and off of a cluster” on page 167.

Make sure you have adequate privileges to perform cluster operations.
See “About the VCS user privilege model” on page 69.

Setting the display on UNIX systems

The UNIX version of the Cluster Manager (Java Console) requires an X-Windows
desktop. Setting the display is not required on Windows workstations.

To set the display

1

Type the following command to grant the system permission to display on
the desktop:

xhost +

Configure the shell environment variable DISPLAY on the system where
Cluster Manager will be launched. For example, if using Korn shell, type the
following command to display on the system myws:

export DISPLAY=myws:0

Using Java Console with secure shell

You can use Java Console with secure shell (SSH) using X11 forwarding, or Port
forwarding. Make sure that SSH is correctly configured on the client and the
host systems.
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To use x11 forwarding

1 Inthe ssh configuration file, set Forwardx11 to yes.
ForwardXll vyes

2 Logon to the remote system and start an X clock program that you can use
to test the forward connection.
xclock &.

Do not set the DISPLAY variable on the client. X connections forwarded
through a secure shell use a special local display setting.

To use port forwarding

In this mode the console connects to a specified port on the client system. This
port is forwarded to port 14141 on the VCS server node.

1 Inthe ssh configuration file, set GatewayPorts to yes.

GatewayPorts yes

2 From the client system, forward a port (client_port) to port 14141 on the
VCS server.
$ssh -L client_port:server host:14141 server host
You may not be able set GatewayPorts in the configuration file if you use
openSSH. In this case use the -g option in the command.
$ssh -g -L client port:server host:14141 server host
3 Open another window on the client system and start the Java Console.
$/opt/VRTSvcs/bin/hagui
4  Add a cluster panel in the Cluster Monitor. When prompted, enter the name

of client system as the host and the client_port as the port. Do not enter
localhost.

Starting Cluster Manager (Java console)

You can run the Java Console on Windows or UNIX systems.

To start the Java Console on Windows systems

From the Start menu, click Start>All Programs>Symantec>Veritas Cluster
Server>Veritas Cluster Manager - Java Console.

To start the Java Console on UNIX systems
After establishing a user account and setting the display, type the following
command to start Cluster Manager:

/opt/VRTSvcs/bin/hagui
The command hagui will not work across firewalls unless all outgoing server
ports are open.
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Reviewing components of the Java Console

Cluster Manager (Java Console) offers two windows, Cluster Monitor and Cluster
Explorer, from which most tasks are performed. Use Cluster Manager to
manage, configure, and administer the cluster while VCS is running (online).

The Java Console also enables you to use VCS Simulator. Use this tool to
simulate operations and generate new configuration files (main.cf and types.cf)
while VCS is offline. VCS Simulator enables you to design configurations that
imitate real-life scenarios without test clusters or changes to existing
configurations.

See “Administering VCS Simulator” on page 230.

Icons in the Java Console

The Java Console uses the following icons to communicate information about
cluster objects and their states.

See “Cluster and system states” on page 641.

Table 6-1 Icons in Cluster Manager (Java Console)

Icon Description

Cluster

System

Service Group

Resource Type

Resource

OFFLINE

Faulted (in UP BUT NOT IN CLUSTER MEMBERSHIP state)

& (8 (O (@ (% & |
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Table 6-1 Icons in Cluster Manager (Java Console)

Icon Description

Faulted (in EXITED state)

F

PARTIAL

i

Link Heartbeats (in up and DOWN states)

UP AND IN JEOPARDY

FROZEN

AUTODISABLED

UNKNOWN

ADMIN_WAIT

Global Service Group (requires the VCS Global Cluster Option)

Remote Cluster in RUNNING state (requires the VCS Global Cluster
Option)

Remote Cluster in EXITING, EXITED, INIT, INQUIRY, LOST_CONN, LOST_HB,
TRANSITIONING, Or UNKNOWN state.

&g @ &l & @ (& & (& [E
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About Cluster Monitor

After starting Cluster Manager, the first window that appears is Cluster
Monitor. This window includes one or more panels displaying general
information about actual or simulated clusters. Use Cluster Monitor to log on to
and off of a cluster, view summary information on various VCS objects,
customize the display, use VCS Simulator, and exit Cluster Manager.

£* Cluster Monitor [_[O]x]
Fle Wiew Help

EXILE

EE&O)- -|® |

Veritas™ Cluster Server
Cluster Manager

Cluster Mame: ves_117  Connected to: veslinux117

Group Status. - No groups confiqured
@ | | 4 System Status - Online: 2

Link Status - Up

Cluster Name: veslinux145_146_14b  Connected to! voslinuz146

Group Status - Online: 1 OFfline: 1

@ | | “d  System Status - Oniine: 2

Link Status - Up

Connect to veslinux145

@& | | 4 Cickherstologin
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Cluster monitor toolbar

The Cluster Monitor toolbar contains the following buttons.

f Cluster Monitor

File Wiew Help

Q& BL5 EE ST+~ @

From left to right:

(5

@I Delete Cluster. Removes a cluster panel from Cluster Monitor.

New Cluster. Adds a new cluster panel to Cluster Monitor.

Expand. Expands the Cluster Monitor view.

Collapse. Collapses the Cluster Monitor view.

il

Stop. Pauses cluster panel scrolling.

Start. Resumes scrolling.

I+l| (=]

Login. Log on to the cluster shown in the cluster panel.

L
[ 1]
Bl

Show Explorer. Launches an additional window of Cluster Explorer after logging
on to that cluster.

|

Move Cluster Panel Up. Moves the selected cluster panel up.

Move Cluster Panel Down. Moves the selected cluster panel down.

Help. Access online help.
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Cluster monitor panels

To administer a cluster, add a cluster panel or reconfigure an existing cluster
panel in Cluster Monitor. Each panel summarizes the status of the connection
and components of a cluster.

Monitoring the cluster connection with Cluster Monitor

The right pane of a panel in Cluster Monitor displays the status of the
connection to a cluster. An inactive panel will appear grey until the user logs on
and connects to the cluster. To alter the connection to a cluster, right-click a
panel to access a menu.

m The menu on an active panel enables you to log off a cluster.

m  The menu on an inactive panel enables you to log on to a cluster, configure
the cluster, and delete the cluster from Cluster Monitor.

Menus are enabled when the Cluster Monitor display appears in the default
expanded view. If you activate a menu on a collapsed scrolling view of Cluster
Monitor, the scrolling stops while accessing the menu.

If the system to which the console is connected goes down, a message notifies
you that the connection to the cluster is lost. Cluster Monitor tries to connect to
another system in the cluster according to the number of Failover retries set in
the Connectivity Configuration dialog box. The panels flash until Cluster
Monitor is successfully connected to a different system. If the failover is
unsuccessful, a message notifies you of the failure and the panels turn grey.

Monitoring VCS objects with Cluster Monitor

Cluster Monitor summarizes the state of various objects in a cluster and
provides access to in-depth information about these objects in Cluster Explorer.
The right pane of a Cluster Monitor panel displays the connection status (online,
offline, up, or down) of service groups, systems, and heartbeats. The left pane of
a Cluster Monitor panel displays three icons representing service groups,
systems, and heartbeats. The colors of the icons indicate the state of the cluster;
for example:

m A flashing red slash indicates Cluster Manager failed to connect to the
cluster and will attempt to connect to another system in the cluster.

m A flashing yellow slash indicates Cluster Manager is experiencing problems
with the connection to the cluster.

Pointing to an icon accesses the icon’s ScreenTip, which provides additional
information on the specific VCS object.
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To review detailed information about VCS objects in Cluster Explorer, Logs, and
Command Center, right-click a panel to access a menu. Menus are enabled when
the Cluster Monitor display appears in the default expanded view. If you activate
amenu on a collapsed scrolling view of Cluster Monitor, the scrolling stops
while accessing the menu.

Expanding and collapsing the Cluster Monitor display

Cluster Monitor supports two views: expanded (default) and collapsed. The
expanded view shows all cluster panels. The collapsed view shows one cluster
panel at a time as the panels scroll upward.

Operations enabled for the expanded view of cluster panels, such as viewing
menus, are also enabled on the collapsed view after the panels stop scrolling.

To collapse the Cluster Monitor view

On the View menu, click Collapse.
or
Click Collapse on the Cluster Monitor toolbar.

To expand the Cluster Monitor view

On the View menu, click Expand.
or

Click Expand on the Cluster Monitor toolbar.

To pause a scrolling cluster panel

Click the cluster panel.
or
Click Stop on the Cluster Monitor toolbar.



To customize the Cluster M

1  From Cluster Monitor, click Preferences on the File menu. If you are using a
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Customizing the Cluster Manager display

Customize the Cluster Manager to display objects according to your preference.

anager display

About Cluster Monitor

Windows system, proceed to step 2. Otherwise, proceed to step 3.

2 Inthe Look & Feel tab (for Windows systems):

T Preferences
Look &Feel | appearance | Sound |

£ Title

File Edt Help
| @ & 2O

(& custer
@l group

* Native { Windows ) look & feel

" Java (Metal) look & feel

O Caneel

m Click Native (Windows or Motif) look & feel or Java (Metal) look & feel.

m  Click Apply.
3 Inthe Appearance tab:

4 Preferences
Lok i Pl Appsarancs, | 500 |
L Title
File Edt Help
T e N O]

[ cluster
@ aroup

Icon |Smal A

[ Show Tooltips

[~ Remove Cluster Manager colors

O Caneel

Click an icon size.

standard color sch
m  Click Apply.

Click the color (applies to Java (Metal) look & feel).

eme.

Select the Show Tooltips check box to enable ToolTips.

Select the Remove Cluster Manager colors check box to alter the
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In the Sound tab:

§* Preferences [_[O]x]

Look &Feel | Appearance Seund |

™ Enable Sound

Events Sound
J- Add Group Test
|- Delete Group
add System
Delete System )
)
add Resource
Delete Resouree
4 Oriine:
- Offine
Faulted Bl

coca_| oot

Note: This tab requires a properly configured sound card.

Select the Enable Sound check box to associate sound with specific
events.

Click an event from the Events configuration tree.
Click a sound from the Sounds list box.

To test the selected sound, click Play.

Click Apply.

Repeat these steps to enable sound for other events.

After you have made your final selection, click OK.
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About Cluster Explorer

Cluster Explorer is the main window for cluster administration. From this
window, you can view the status of VCS objects and perform various operations.

T VCSHP10_71_0214a - Chaster Explorer ; admin [ Chesler Administralor )
Eie Ede Wew Tooks Help
b Rl BB FOD G e R @
) al| @) 2] o | [ service rous | ] Sstem Cannectivty | 1] eropertes |
% o o & Status Wiew: VESHPIO_TI_0214a
i g 3‘:‘;27"“' & {All Groups status VLSHPLO 71 02144
B oz Systems b | a
B i ol prem— veshpld wesheTL
- © @
ki Crlne Offine:
- © @
(!
= Crine offine
i oM 561
i oM _sar
il g (‘_’ﬁ @
Crlne il
VESHPIO_T1 02148

The display is divided into three panes. The top pane includes a toolbar that
enables you to quickly perform frequently used operations. The left pane
contains a configuration tree with three tabs: Service Groups, Systems, and
Resource Types. The right pane contains a panel that displays various views
relevant to the object selected in the configuration tree.

To access Cluster Explorer

1 Logon to the cluster.
2 Click anywhere in the active Cluster Monitor panel.
or

Right-click the selected Cluster Monitor panel and click Explorer View from
the menu.
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Cluster Explorer toolbar

The Cluster Explorer toolbar contains 18 buttons. Available operations are
described below. Note: Some buttons may be disabled depending on the type of
cluster (local or global) and the privileges with which you logged on to the
cluster.

i b e & DS BOD ;B0 EE & G

From left to right:

i

2 1E (8] 2 (& |8 8] (B e

@)

Open Configuration. Modifies a read-only configuration to a read-write file. This
enables you to modify the configuration.

Save Configuration. Writes the configuration to disk.

Save and Close Configuration. Writes the configuration to disk as a read-only file.

Add Service Group. Displays the Add Service Group dialog box.

Add Resource. Displays the Add Resource dialog box.

Add System. Displays the Add System dialog box.

Manage systems for a Service Group. Displays the System Manager dialog box.

Online Service Group. Displays the Online Service Group dialog box.

Offline Service Group. Displays the Offline Service Group dialog box.

Show Command Center. Enables you to perform many of the same VCS operations

available from the command line.

Show Shell Command Window. Enables you to launch a non-interactive shell
command on cluster systems, and to view the results on a per-system basis.
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Show the Logs. Displays alerts and messages received from the VCS engine, VCS
agents, and commands issued from the console.

=

Launch Configuration Wizard. Enables you to create VCS service groups.

=5

Launch Notifier Resource Configuration Wizard. Enables you to set up VCS event
notification.

Remote Group Resource Configuration Wizard. Enables you to configure resources
to monitor a service group in a remote cluster.

el B

Add/Delete Remote Clusters. Enables you to add and remove global clusters.

Configure Global Groups. Enables you to convert a local service group to a global
group, and vice versa.

Query. Enables you to search the cluster configuration according to filter criteria.

Virtual Fire Drill. Checks whether a resource can fail over to another node in the
cluster. Requires agents that support running virtual fire drills.

@ [E] (G [of

Show Cluster Explorer Help. Enables you to access online help.

©)
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Cluster Explorer configuration tree
The Cluster Explorer configuration tree is a tabbed display of VCS objects.

m  The Service Groups tab lists the service groups in the cluster. Expand each
service group to view the group’s resource types and resources.

m  The Systems tab lists the systems in the cluster.

m The Types tab lists the resource types in the cluster

Cluster Explorer view panel

The right pane of the Cluster Explorer includes a view panel that provides
detailed information about the object selected in the configuration tree. The
information is presented in tabular or graphical format. Use the tabs in the view
panel to access a particular view. The console enables you to “tear off” each view
to appear in a separate window.

m Click any object in the configuration tree to access the Status View and
Properties View.

m  Click a cluster in the configuration tree to access the Service Group view,
System Connectivity view, and Remote Cluster Status View (for global
clusters only).

m  Click a service group in the configuration tree to access the Resource view.

To create a tear-off view
On the View menu, click Tear Off, and click the appropriate view from the menu.
or

Right-click the object in the configuration tree, click View, and click the
appropriate view from the menu.
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The Status View summarizes the state of the object selected in the configuration
tree. Use this view to monitor the overall status of a cluster, system, service
group, resource type, and resource.

For example, if a service group is selected in the configuration tree, the Status
View displays the state of the service group and its resources on member
systems. It also displays the last five critical or error logs. Point to an icon in the
status table to open a ScreenTip about the relevant VCS object.

£* VCSHP10_71_0214a M=

@ Status View: ClusterService

(+) Group Status on Member Systems

Member Systems State AutoDisabled, Disabled
wcshplo Online
veshp7l OFfline

(+) Resource Status

Resource Name Resource Type Status
i vCSweb YRTSWehapp Crline an weshp10
C@ csgnic MIC Online on veshpld,
';?" webip P Online on veshpl0

(3) Recent Critical /Error Logs

[No Logs are available.

For global clusters, this view displays the state of the remote clusters. For global
groups, this view shows the status of the groups on both local and remote
clusters.

To access the Status view
1  From Cluster Explorer, click an object in the configuration tree.

2 Inthe view panel, click the Status tab.
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Properties view

The Properties View displays the attributes of VCS objects. These attributes
describe the scope and parameters of a cluster and its components.

£ VCSHP10_71_0214a [_[O]x]

¥  Properties View: resourcel_ng2
52 Show all attributes

(3) Key Attributes

Attribute value Edit  Help
+ Name : (i
+ MonitorTimeStats voshp7l  Avg0 2

veshpll Awg 0
s

+ Last Online i yeshpto
+ ComputeStats : Fabse ¥4
+ Resourcelnfo i State vald (i
pisg
s
+ Critical i true (%4 w

(3) Type Specific Attributes

Attribute Yalue Edit Help

+ PathName @ fmpfsaa.tst iy i

(3) Overridden Attributes

No Attributes are Overridden.

To view information on an attribute, click the attribute name or the icon in the
Help column of the table.

See “VCS attributes” on page 649”

By default, this view displays key attributes of the object selected in the
configuration tree. The Properties View for a resource displays key attributes of
the resource and attributes specific to the resource types. It also displays
attributes whose values have been overridden.

See “Overriding resource type static attributes” on page 205.

To view all attributes associated with the selected VCS object, click Show all
attributes.

To access the properties view

1 From Cluster Explorer, click a VCS object in the configuration tree.

2 Inthe view panel, click the Properties tab.
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Service Group view

The Service Group view displays the service groups and their dependencies in a
cluster. Use the graph and ScreenTips in this view to monitor, create, and
disconnect dependencies. To view the ScreenTips, point to a group icon for
information on the type and state of the group on the cluster systems, and the
type of dependency between the service groups.

£ VCSHP10_71_0214a [_[O]x]

& Service Group ¥iew: YCSHP10_71_0214a
& Link | B} auto Arrange | O

ot

MC CluskerService M_562

newgroupz

The line between two service groups represents a dependency, or parent-child
relationship. In VCS, parent service groups depend on child service groups. A
service group can function as a parent and a child.

See “About service group dependencies” on page 426.

The color of the link between service groups indicates different types of
dependencies.

m A blue link indicates a soft dependency.

m  Aredlink indicates a firm dependency.

m A green link indicates a hard dependency typically used with VVR in
disaster recovery configurations.

To access the Service Group view

1  From Cluster Explorer, click a cluster in the configuration tree.

2 Inthe view panel, click the Service Groups tab.
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Resource view

The Resource view displays the resources in a service group. Use the graph and
ScreenTips in this view to monitor the dependencies between resources and the
status of the service group on all or individual systems in a cluster.

£ VCSHP10_71_0214a [_[O]x]

& Resource ¥iew: ClusterService on all systems .
& Link | 8% Auto Arrange | P

WCSweh

i

webip

o

csgnic

ot e el

Clusterser... veshp?l  weshpld

In the graph, the line between two resources represents a dependency, or
parent-child relationship. Resource dependencies specify the order in which
resources are brought online and taken offline. During a failover process, the
resources closest to the top of the graph must be taken offline before the
resources linked to them are taken offline. Similarly, the resources that appear
closest to the bottom of the graph must be brought online before the resources
linked to them can come online.

m A resource that depends on other resources is a parent resource. The graph
links a parent resource icon to a child resource icon below it. Root resources
(resources without parents) are displayed in the top row.

m A resource on which the other resources depend is a child resource. The
graph links a child resource icon to a parent resource icon above it.

m  Aresource can function as a parent and a child.

Point to a resource icon to display ScreenTips about the type, state, and key
attributes of the resource. The state of the resource reflects the state on a
specified system (local).

In the bottom pane of the Resource view, point to the system and service group
icons to display ScreenTips about the service group status on all or individual
systems in a cluster. Click a system icon to view the resource graph of the
service group on the system. Click the service group icon to view the resource
graph on all systems in the cluster.
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To access the Resource view

1  From Cluster Explorer, click the service groups tab in the configuration
tree.

2 Click a service group in the configuration tree.

3 Inthe view panel, click the Resources tab.

Moving and linking icons in Service Group and Resource views

The Link and Auto Arrange buttons are available in the top right corner of the
Service Group or Resource view:

% Link | 33 Auto Arrange | O

Click Link to set or disable the link mode for the Service Group and Resource
views.

Note: There are alternative ways to set up dependency links without using the
Link button.

The link mode enables you to create a dependency link by clicking on the parent
icon, dragging the yellow line to the icon that will serve as the child, and then
clicking the child icon. Use the Esc key to delete the yellow dependency line
connecting the parent and child during the process of linking the two icons.

If the Link mode is not activated, click and drag an icon along a horizontal plane
to move the icon. Click Auto Arrange to reset the appearance of the graph. The
view resets the arrangement of icons after the addition or deletion of a resource,
service group, or dependency link. Changes in the Resource and Service Group
views will be maintained after the user logs off and logs on to the Java Console at
a later time.



154 | Administering the cluster from Cluster Manager (Java console)
About Cluster Explorer

Zooming in on Service Group and Resource views

The Resource view and Service Group view include a navigator tool to zoom in
or out of their graphs. Click the magnifying glass icon in the top right corner to
open the zoom panel.

L% Service Group Yiew: C3 —_
£ tink | 5 aoto Arrange || 2

wRE® ABI L [T |8

m  To move the view to the left or right, click a distance (in pixels) from the
drop-down list box between the hand icons. Click the <- or -> hand icon to
move the view in the desired direction.

m  To shrink or enlarge the view, click a size factor from the drop-down list box
between the magnifying glass icons. Click the - or + magnifying glass icon to
modify the size of the view.

m  To view a segment of the graph, point to the box to the right of the +
magnifying glass icon. Use the red outline in this box to encompass the
appropriate segment of the graph. Click the newly outlined area to view the
segment.

m  To return to the original view, click the magnifying glass icon labeled 1.
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System Connectivity view

The System Connectivity view displays the status of system connections in a
cluster. Use this view to monitor the system links and disk group heartbeats.

£ VCSHP10_71_0214a [_[O]x]

©J  System Connectivity ¥iew: ¥CSHP10_71_0214a

) ]
A ok

weshp?l veshpldl

VCS monitors systems and their services over a private network. The systems
communicate via heartbeats over an additional private network, which enables
them to recognize which systems are active members of the cluster, which are
joining or leaving the cluster, and which have failed.

VCS protects against network failure by requiring that all systems be connected
by two or more communication channels. When a system is down to a single
heartbeat connection, VCS can no longer discriminate between the loss of a
system and the loss of a network connection. This situation is referred to as
jeopardy.

Point to a system icon to display a ScreenTip on the links and disk group
heartbeats. If a system in the cluster is experiencing a problem connecting to
other systems, the system icon changes its appearance to indicate the link is
down. In this situation, a jeopardy warning may appear in the ScreenTip for this
system.

To access the System Connectivity view
1  From Cluster Explorer, click a cluster in the configuration tree.

2 Inthe view panel, click the System Connectivity tab.
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Remote Cluster Status view

Note: This view requires the VCS Global Cluster Option.

The Remote Cluster Status View provides an overview of the clusters and global
groups in a global cluster environment. Use this view to view the name, address,
and status of a cluster, and the type (Icmp or IcmpS) and state of a heartbeat.

£ =[O =]

& Remobe Chaster Status View

51 Al Clusters Status

Cluster Name  Cluster Addvess  Status Heartheat Status

& CllocalChster) 102128828 Ruring
' a 10.212.88.29 Farring Tangss ALIVE

=1 all Global Groups Status
[ Clusters »

| | & g
| Glubal Groups = | = =
& gobd_yrp @ @
{ | Offine | ot

This view enables you to declare a remote cluster fault as a disaster, disconnect,
or outage. Point to a table cell to view information about the VCS object.

To access the Remote Cluster Status view

1  From Cluster Explorer, click a cluster in the configuration tree.

2 Inthe view panel, click the Remote Cluster Status tab.
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Accessing additional features of the Java Console

Use Cluster Manager to access the Template View, System Manager, User
Manager, Command Center, Configuration Wizard, Notifier Resource
Configuration Wizard, Remote Group Resource Configuration Wizard, Query
Module, and Logs.

You can also use the Cluster Manager to run virtual fire drills (or HA fire drills)
to check for any configurational discrepancies that might prevent a service
group from coming online on a specific node.

Template view

The Template View displays the service group templates available in VCS.
Templates are predefined service groups that define the resources, resource
attributes, and dependencies within the service group. Use this view to add
service groups to the cluster configuration, and copy the resources within a
service group template to existing service groups.

In this window, the left pane displays the templates available on the system to
which Cluster Manager is connected. The right pane displays the selected
template’s resource dependency graph.

Template files conform to the VCS configuration language and contain the
extension .tf. These files reside in the VCS configuration directory.

T Template View as on System :vcshp71 [_ O]
Template Yiew: YolumeNFSGroup

WFS_IP
VIFS_NIC VNFS_Sharel wlFS_Sharez
wNFS_Mount 1 WNFS_HFS FS_Mount2

IFS_Yolumel wNFS_Yolume2

wNFS_DiskGroup

To access the template view
From Cluster Explorer, click Templates on the Tools menu.
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System Manager
Use System Manager to add and remove systems in a service group’s system list.

A priority number (starting with 0) is assigned to indicate the order of systems
on which the service group will start in case of a failover. If necessary,
double-click the entry in the Priority column to enter a new value. Select the
Startup check box to add the systems to the service groups AutoStartList
attribute. This enables the service group to automatically come online on a
system every time HAD is started.

1" System Manager B
E% Service Group: newgroup?

Available Systems Syskems for Service Group

veshp?l Syskem name Startup Priarity

Cancel | ‘

To access system Manager

From Cluster Explorer, click the service group in the configuration tree, and
click System Manager on the Tools menu.

or

In the Service Groups tab of the Cluster Explorer configuration tree, click a
service group, and click Manage systems for a Service Group on the toolbar.
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User Manager

User Manager enables you to add and delete user profiles and to change user
privileges. If VCS is not running in secure mode, User Manager enables you to
change user passwords. You must be logged in as Cluster Administrator to
access User Manager.

£* User Manager

ﬁ User Manager

Mew User...
Change Passward. ..
hange Privileges. ..

Remove User

i Close

To access user Manager
From Cluster Explorer, click User Manager on the File menu.
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Command Center

Command Center enables you to build and execute VCS commands; most
commands that are executed from the command line can also be executed
through this window. The left pane of the window displays a Commands tree of
all VCS operations. The right pane displays a view panel that describes the
selected command. The bottom pane displays the commands being executed.

The commands tree is organized into Configuration and Operations folders.
Click the icon to the left of the Configuration or Operations folder to view its
subfolders and command information in the right pane. Point to an entry in the
commands tree to display information about the selected command.

£ VERPI0_71_0314a - Commmand Crnter : adien { Chester Adnasstrator )

[

WMdad @ g @

.y Command Center

e ek bukd 5 commands.

The it it el b 3 coemanc o ot of Conrenarche. The taat Fink] o thes Bxtton
of the screen deplays the commands to be ececuted.

To access Command Center

From Cluster Explorer, click Command Center on the Tools menu.

or

On the Cluster Explorer toolbar, click Show Command Center.
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Configuration wizard

Use Configuration Wizard to create and assign service groups to systems in a
cluster.

See “Creating service groups with the configuration wizard” on page 193.

To access Configuration Wizard
From Cluster Explorer, click Configuration Wizard on the Tools menu.
or

On the Cluster Explorer toolbar, click Launch Configuration Wizard.

Notifier Resource Configuration wizard

VCS provides a method for notifying an administrator of important events such
as a resource or system fault. VCS includes a “notifier” component, which
consists of the notifier daemon and the hanoti fy utility. This wizard enables
you to configure the notifier component as a resource of type NotifierMngr as
part of the ClusterService group.

See “Setting up VCS event notification using the Notifier wizard” on page 223.

To access Notifier Resource Configuration Wizard
From Cluster Explorer, click Notifier Wizard on the Tools menu.

or

On the Cluster Explorer toolbar, click Launch Notifier Resource Configuration
Wizard.

Remote Group Resource Configuration Wizard

A RemoteGroup resource enables you to manage or monitor remote service
groups from a local cluster. For each service group running in a remote cluster,
you can create a corresponding RemoteGroup resource in the local cluster.

See “Adding a RemoteGroup resource from the Java Console” on page 199.

To access Remote Group Resource Configuration Wizard

From Cluster Explorer, click Remote Group Resource Wizard... on the Tools
menu.

or

On the Cluster Explorer toolbar, click Configure Remote Group Resource
Wizard.
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Cluster query

Use Cluster Query to run SQL-like queries from Cluster Explorer. VCS objects
that can be queried include service groups, systems, resources, and resource
types. Some queries can be customized, including searching for the system’s

online group count and specific resource attributes.

See “Querying the cluster configuration” on page 222.
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To access the Query dialog box

From Cluster Explorer, click Query on the Tools menu.

or

In the Cluster Explorer toolbar, click Query.
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The Logs dialog box displays the log messages generated by the VCS engine, VCS
agents, and commands issued from Cluster Manager to the cluster. Use this
dialog box to monitor and take actions on alerts on faulted global clusters and
failed service group failover attempts.

Note: To ensure the time stamps for engine log messages are accurate, make
sure to set the time zone of the system running the Java Console to the same
time zone as the system running the VCS engine.

m  Click the VCS Logs tab to view the log type, time, and details of an event.
Each message presents an icon in the first column of the table to indicate
the message type. Use this window to customize the display of messages by
setting filter criteria.
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m  Click the Agent Logs tab to display logs according to system, resource type,
and resource filter criteria. Use this tab to view the log type, time, and
details of an agent event.

m  Click the Command Logs tab to view the status (success or failure), time,
command ID, and details of a command. The Command Log only displays
commands issued in the current session.

m  Click the Alerts tab to view situations that may require administrative
action. Alerts are generated when a local group cannot fail over to any
system in the local cluster, a global group cannot fail over, or a cluster fault
takes place. A current alert will also appear as a pop-up window when you
log on to a cluster through the console.
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To access the Logs dialog box

From Cluster Explorer, click Logs on the View menu.
or

On the Cluster Explorer toolbar, click Show the Logs.

Server and user credentials

If VCS is running in secure mode, you can view server and user credentials used
to connect to the cluster from Cluster Explorer.

To view user credentials
From Cluster Explorer, click User Credentials on the View menu.

£ User Credentials [ X]

Credentials of the connected user:

User Mame: roat

Daomain: vislinux145, vxindia, veritas,com

Domain Type: unixpwd

Issued By: JCN=broker/OU=root@vcslinux145. vxindia, veritas,
comfio=yx

To view server credentials
From Cluster Explorer, click Server Credentials on the View menu.

£ Server Credentials | ]

Credentials of the connected server:

User Marne: _HA_NMCS_veslinux145

Domairn: Ha_SERVICES@wvrslinux 145, vxindia, veritas,com

Domain Type: WX

Issued By: JCN=broker/OU=root@vcslinux145. vxindia, veritas,
comfio=yx

[¥ Do not show during startup
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Administering Cluster Monitor

Use the Java Console to administer a cluster or simulated cluster by adding or
reconfiguring a cluster panel in Cluster Monitor. To activate the connection of
the procedures, log on to the cluster after completing the final step.

Configuring a new cluster panel

You must add a cluster panel for each cluster that you wish to connect to using
the Java GUI

To configure a new cluster panel

1

From Cluster Monitor, click New Cluster on the File menu. For simulated
clusters, click New Simulator on the File menu.

or

Click New Cluster on the Cluster Monitor toolbar.

Enter the details to connect to the cluster:

1" Mew Cluster - Connectivity Configuration E

Host name I

Part |14141
Failover retries |12

o]

m  Enter the host name or IP address of a system in the cluster.

m If necessary, change the default port number of 14141; VCS Simulator
uses a default port number of 14153. Note that you must use a different
port to connect to each Simulator instance, even if these instances are
running on the same system.

m  Enter the number of failover retries. VCS sets the default failover
retries number to 12.

m For simulated clusters, click the platform for the configuration.

Click OK. An inactive panel appears in Cluster Monitor.
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Modifying a cluster panel configuration

Modify a cluster panel to point to another cluster, to change the port number, or
the number of failover retries.

1  If Cluster Monitor is in the default expanded state, proceed to step 2. If
Cluster Monitor is in the collapsed state:
On the View menu, click Expand.
or
On the View menu, click Stop when an active panel appears as the view
panel.

Right-click the cluster panel. If the panel is inactive, proceed to step 4.
On the menu, click Logout. The cluster panel becomes inactive.

Right-click the inactive panel, and click Configure...

o B W N

Edit the details to connect to the cluster:

£ veshp10:14141 - Connectivity Configuration B3

Host name IvcshplD

Part |14141
Failover retries |12

Cancel |

m  Enter the host name or IP address of any system in the cluster.

m  Enter the port number and the number of failover retries. VCS sets the
default port number to 14141 and failover retries number to 12; VCS
Simulator uses a default port number of 14153.

m  For simulated panels, click the platform for the configuration.
m  Click OK.
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Logging on to and off of a cluster

After you add or configure a cluster panel in Cluster Monitor, log on to a cluster
to access Cluster Explorer. Use Cluster Monitor to log off a cluster when you
have completed administering the cluster.

Logging on to a cluster

1

If Cluster Monitor is in the default expanded state, proceed to step 2. If
Cluster Monitor is in the collapsed state:

On the View menu, click Expand.

or

On the View menu, click Stop when an active panel appears as the view
panel.

Click the panel that represents the cluster you want to log on to.
or
If the appropriate panel is highlighted, click Login on the File menu.

Enter the information for the user:
If the cluster is not running in secure mode:
m  Enter the VCS user name and password.

m Click OK.
If the cluster is running in secure mode:

£ veslinux145:14141 | ] I
User name Iroot
Password I***
Domain I 7

Advanced

: Cancel |

m  Enter the credentials of a native user.
You can use nis or nis+ accounts or accounts set up on the local system.
If you do not enter the name of the domain, VCS assumes the domain is
the local system.
If the user does not have root privileges on the system, VCS assigns
guest privileges to the user. To override these privileges, add the
domain user to the VCS administrators’ list.
See “Administering user profiles” on page 170.
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m The Java Console connects to the cluster using the authentication
broker and the domain type provided by the engine. To change the
authentication broker or the domain type, click Advanced.

See “About security services” on page 32.

£ veslinux145:14141
User name Iroot
Password I***
Darnain I i
Broker [inz1z.10252:2821  ~ | ®
Domain Type Iunixpwd LI (2
Collapse Cancel |

Select a new broker and domain type, as required.

m Click OK.

m  The Server Credentials dialog box displays the credentials of the
cluster service to which the console is connected.
To disable this dialog box from being displayed every time you connect

£ Server Credentials E

Following Server Credentials were received:

User Name: _Hb_YCS_vesw2kpms

Domain: H&_SERYICES@veswZkpmS. vesnet.com

Damain Type: WK

Issued By: JCh=broker/OU=root@veswzkpms. vesnet. comfio=

Do wou wish to continue connecting to the server?

[ Do nat show during startup OF | Cancel |

to the cluster, select the Do not show during startup check box
m Click OK to connect to the cluster.
The animated display shows various objects, such as service groups and
resources, being transferred from the server to the console.
Cluster Explorer is launched automatically upon initial logon, and the icons
in the cluster panel change color to indicate an active panel.

Logging off of a cluster

1 If Cluster Monitor is in the default expanded state, proceed to step 2. If
Cluster Monitor is in the collapsed state:
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On the View menu, click Expand.

or

On the View menu, click Stop when an active panel appears as the view
panel.

2 Right-click the active panel, and click Logout.
or
If the appropriate panel is highlighted, click Logout on the File menu.
Cluster Explorer closes and the Cluster Monitor panel becomes inactive.
You may be prompted to save the configuration if any commands were
executed on the cluster.

To log off from Cluster Explorer
Click Log Out on the File menu.
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Administering user profiles

The Java Console enables a user with Cluster Administrator privileges to add,
modify, and delete user profiles. The icon next to each user name in the User
Manager dialog box indicates privileges for each user. Administrator and

Operator privileges are separated into the cluster and group levels.

See “About VCS user privileges and roles” on page 70.

Adding a user

From Cluster Explorer, click User Manager on the File menu.

In the User Manager dialog box, click New User.

In the Add User dialog box:

UserMarme Iism\th

Rassword [

Confirm Fassword [+

[~ Cluster Administrator
I~ Cluster Operatar

[¥ Group Administrator Select Groups... |

[¥ Group Operator e — B
Awalable Groups Selectad Groups
CMC SCM_5GL
ClusterService SCM_5G2
newgroupz »
4
Cancel

m  Enter the name of the user.

m If the cluster is not running in secure mode, enter a password for the

user and confirm it.

m  Select the appropriate check boxes to grant privileges to the user. To
grant Group Administrator or Group Operator privileges, proceed to

step the next step. Otherwise, proceed to the last step.

Click Select Groups...

m  Click the groups for which you want to grant privileges to the user and
click the right arrow to move the groups to the Selected Groups box.

m  Click OK to exit the Select Group dialog box, then click OK again to exit

the Add User dialog box.
Click Close.




Deleting a user

o A W N -

Administering the cluster from Cluster Manager (Java console)
Administering user profiles

From Cluster Explorer, click User Manager on the File menu.
In the User Manager dialog box, click the user name.

Click Remove User.

Click Yes.

Click Close.

Changing a user password

A user with Administrator, Operator, or Guest privileges can change his or her
own password. You must be logged on as Cluster Administrator to access User
Manager. Before changing the password, make sure the configuration is in the
read-write mode. Cluster administrators can change the configuration to the
read-write mode.

Note: This module is not available if the cluster is running in secure mode.

To change a password as an administrator

1

2
3
4

From Cluster Explorer, click User Manager on the File menu.
Click the user name.

Click Change Password.

In the Change Password dialog box:

m  Enter the new password.
m  Re-enter the password in the Confirm Password field.
m Click OK.

Click Close.

To change a password as an operator or guest

1
2

3

From Cluster Explorer, click Change Password on the File menu.
In the Change Password dialog box:

m  Enter the new password.

m  Reenter the password in the Confirm Password field.

m Click OK.
Click Close.
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Changing a user privilege

1
2
3

From Cluster Explorer, click User Manager on the File menu.
Click the user name.

Click Change Privileges and enter the details for user privileges:

4 Change Privileges - admin

¥ Clusker Administrator
[~ Cluster Operator

[~ Group Administratar Select Graups. . |
I~ Group Operator Select Groups, .. |

Cancel |

m  Select the appropriate check boxes to grant privileges to the user. To
grant Group Administrator or Group Operator privileges, proceed to
the next step. Otherwise, proceed to the last step.

m  Click Select Groups.

Click the groups for which you want to grant privileges to the user,
then click the right arrow to move the groups to the Selected Groups
box.

m Click OK in the Change Privileges dialog box, then click Close in the
User Manager dialog box.



Administering the cluster from Cluster Manager (Java console) | 173
Administering user profiles

Assigning privileges for OS user groups for clusters running in secure

mode

For clusters running in secure mode, you can assign privileges to native users at
an operating system (OS) user group level. Assigning VCS privileges to an OS
user group involves adding the user group in one (or more) of the following
attributes:

m  AdministratorGroups—for a cluster or for a service group.

m  OperatorGroups—for a cluster or for a service group.

See “User privileges for OS user groups for clusters running in secure mode” on
page 74.

To assign privileges to an OS user group

1  From Cluster Explorer configuration tree, select the cluster to assign
privileges for the cluster or a service group to assign privileges for specific
service groups.

2 From the view panel, click the Properties tab.

3 From the list of key attributes, click the edit icon against
AdministratorGroups or OperatorGroups.

4 In the Edit Attribute dialog box:
m  Use the + button to add an element.

m  Click the newly added element and enter the name of the user group in
the format group@domain.

m Click OK.
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Administering service groups

Use the Java Console to administer service groups in the cluster. Use the console
to add and delete, bring online and take offline, freeze and unfreeze, link and
unlink, enable and disable, autoenable, switch, and flush service groups. You can
also modify the system list for a service group.

Adding a service group

The Java Console provides several ways to add a service group to the systems in
a cluster. Use Cluster Explorer, Command Center, or the Template View to
perform this task.

To add a service group from Cluster Explorer

1

On the Edit menu, click Add, and click Service Group.

or

Click Add Service Group in the Cluster Explorer toolbar.

2 Enter the details of the service group:

1 Acldd Servinr Gronap

JQ-‘ Add Service Group

Servien Group name: |

Avalsble Systemns S For Servics Groue

vestely | System nams Sl

brusteTL
b
i

ernck Group Typd F Fadover  © Parslel T Hyeed

Selncted Template: Mune

1. how Command

Pricrity

Termplates ...

=

Enter the name of the service group.

In the Available Systems box, click the systems on which the service
group will be added.

Click the right arrow to move the selected systems to the Systems for
Service Group box. The priority number (starting with 0) is
automatically assigned to indicate the order of systems on which the
service group will start in case of a failover. If necessary, double-click
the entry in the Priority column to enter a new value.

Select the Startup check box to add the systems to the service groups
AutoStartList attribute. This enables the service group to automatically
come online on a system every time HAD is started.
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m  Click the appropriate service group type. A failover service group runs
on only one system at a time; a parallel service group runs concurrently
on multiple systems.

m To add a new service group based on a template, click Templates...
Otherwise, proceed to step 2g. (Alternative method to add a new service
group based on a template: From Cluster Explorer, click Templates on
the Tools menu. Right-click the Template View panel, and click Add as
Service Group from the menu.)

m  Click the appropriate template name, then click OK.

m  Click Show Command in the bottom left corner if you want to view the
command associated with the service group. Click Hide Command to
close the view of the command.

m Click OK.

To add a service group from Command Center

1

In the Command Center configuration tree, expand Commands >
Configuration > Cluster Objects > Add Service Group.

or

Click Add service group in the Command Center toolbar.

Enter the name of the service group.

£ VERPI0_71_0314a - Commmand Crnter : adien { Chester Adnasstrator )

i AR W a B B

%3 Add Service Group
e Groug nana! [Testarn
avabable Syzems
Service (e Type: (7 Falowre Paralel (" Hylwid
Selectod Temgiatn: Nenn Tormglabes ..

t:n -nodfy Tastiarn Fursli 0 =i ches

In the Available Systems box, click the systems on which the service group
will be added.

Click the right arrow to move the selected systems to the Systems for
Service Group box. The priority number (starting with 0) is automatically
assigned to indicate the order of systems on which the service group will
start in case of a failover. If necessary, double-click the entry in the Priority
column to enter a new value.
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Select the Startup check box to add the systems to the service groups
AutoStartList attribute. This enables the service group to automatically
come online on a system every time HAD is started.

Click the appropriate service group type. A failover service group runs on
only one system at a time; a parallel service group runs concurrently on
multiple systems.

To add a new service group based on a template, click Templates...
Otherwise, proceed to step 9.

Click the appropriate template name.
Click OK.
Click Apply.
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To add a service group from the template view
1  From Cluster Explorer, click Templates... on the Tools menu.

2 Right-click the Template View panel, and click Add as Service Group from
the pop-up menu. This adds the service group template to the cluster
configuration file without associating it to a particular system.

$* Template View as on System :vcshp71 M=l E3
Template Yiew: YolumeNFSGroup

YolumeNFSGroup

VNFS_IP

WNFS_HIC wHFS_Sharel VNFS_Share2
FS_Maunt1 VNFS_NFS WNFS_Mountz
wNFS_Yolume1 VIFS_Yolume2

IFS_DiskGroup

3 Use System Manager to add the service group to systems in the cluster.
See “System Manager” on page 158.
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Deleting a service group

Delete a service group from Cluster Explorer or Command Center.

Note: You cannot delete service groups with dependencies. To delete a linked
service group, you must first delete the link.

To delete a service group from Cluster Explorer

1 Inthe Service Groups tab of the configuration tree, right-click the service
group.
or

Click a cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

2 Click Delete from the menu.

3  Click Yes.

To delete a service group from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Cluster Objects > Delete Service Group.

2 Click the service group.

3 Click Apply.
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Bringing a service group online

To bring a service group online from the Cluster Explorer configuration tree

1

In the Service Groups tab of the configuration tree, right-click the service
group.

or

Click a cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

Click Online, and click the appropriate system from the menu. Click Any
System if you do not need to specify a system.

To bring a service group online from the Cluster Explorer toolbar

1
2

Click Online Service Group on the Cluster Explorer toolbar.

Specify the details for the service group:

4 Online Service Group [x]

(fi Brihg service group online

Service Groups Select Cluster:

-Local- -
global_grp
Systems

B iy i veslinua13e
[~ Mo Precrline
1, Show Command Cancel

m  Click the service group.

m  For global groups, select the cluster in which to bring the group online.

m  Click the system on which to bring the group online, or select the Any
System check box.

m  Select the No Preonline check box to bring the service group online
without invoking the preonline trigger.

m  Click Show Command in the bottom left corner to view the command
associated with the service group. Click Hide Command to close the
view of the command.

m  Click OK.
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To bring a service group online from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Controls > Online Service Group.
or
Click Bring service group online in the Command Center toolbar.

2 Click the service group.
3  For global groups, select the cluster in which to bring the group online.

4  Click the system on which to bring the group online, or select the Any
System check box.

5  Click Apply.
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To take a service group offline from Cluster Explorer configuration tree

1

In the Service Groups tab of the configuration tree, right-click the service

group.
or

Click a cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

Click Offline, and click the appropriate system from the menu. Click All

Systems to take the group offline on all systems.

To take a service group offline from the Cluster Explorer toolbar

1
2

Click Offline Service Group in the Cluster Explorer toolbar.

Enter the details of the service group:

(%Take service group offline

Service Groups Select Cluster:
Clusterservics

--Local- -

Systems

[~ all Systems
1, Show Command Cancel
m  Click the service group.
(]
]

Systems.

For global groups, select the cluster in which to take the group offline.

Click the system on which to take the group offline, or click All

m  Click Show Command in the bottom left corner if you want to view the
command associated with the service group. Click Hide Command to

close the view of the command.
m Click OK.
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To take a service group offline from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Controls > Offline Service Group.

or

Click Take service group offline in the Command Center toolbar.

Click the service group.
For global groups, select the cluster in which to take the group offline.

Click the system on which to take the group offline, or click the All Systems
check box.

Click Apply.

Switching a service group

The process of switching a service group involves taking it offline on its current
system and bringing it online on another system.

To switch a service group from Cluster Explorer

1

In the Service Groups tab of the configuration tree, right-click the service
group.

or

Click the cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

Click Switch To, and click the appropriate system from the menu.

To switch a service group from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Controls > Switch Service Group.

Click the service group.
For global groups, select the cluster in which to switch the service group.

Click the system on which to bring the group online, or select the Any
System check box.

Click Apply.
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Freezing a service group

Freeze a service group to prevent it from failing over to another system. The
freezing process stops all online and offline procedures on the service group.
Note that you cannot freeze a service group when the service group state is in
transition.

To freeze a service group from Cluster Explorer

1

In the Service Groups tab of the configuration tree, right-click the service
group.

or

Click the cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

Click Freeze, and click Temporary or Persistent from the menu. The
persistent option maintains the frozen state after a reboot if you save this
change to the configuration.

To freeze a service group from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Availability > Freeze Service Group.

Click the service group.

Select the persistent check box if necessary. The persistent option
maintains the frozen state after a reboot if you save this change to the
configuration.

Click Apply.
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Unfreezing a service group

Unfreeze a frozen service group to perform online or offline operations on the
service group.

To unfreeze a service group from Cluster Explorer

1 Inthe Service Groups tab of the configuration tree, right-click the service
group.
or
Click the cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

2 Click Unfreeze.

To unfreeze a service group from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Availability > Unfreeze Service Group.

2 Click the service group.

3 Click Apply.
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Enabling a service group

Enable a service group before bringing it online. A service group that was
manually disabled during a maintenance procedure on a system may need to be
brought online after the procedure is completed.

To enable a service group from Cluster Explorer

1 Inthe Service Groups tab of the configuration tree, right-click the service
group.
or
Click the cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

2 Click Enable, and click the appropriate system from the menu. Click All
Systems to enable the group on all systems.

To enable a service group from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Availability > Enable Service Group.

2 Click the service group.

3 Select the Per System check box to enable the group on a specific system
instead of all systems.

4  Click Apply.
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Disabling a service group

Disable a service group to prevent it from coming online. This process
temporarily stops VCS from monitoring a service group on a system undergoing
maintenance operations.

To disable a service group from Cluster Explorer

1

In the Service Groups tab of the configuration tree, right-click the service
group.

or

Click the cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

Click Disable, and click the appropriate system in the menu. Click All
Systems to disable the group on all systems.

To disable a service group from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Availability > Disable Service Group.

Click the service group.

Select the Per System check box to disable the group on a specific system
instead of all systems.

Click Apply.
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Autoenabling a service group

A service group is autodisabled until VCS probes all resources and checks that
they are ready to come online. Autoenable a service group in situations where
the VCS engine is not running on one of the systems in the cluster, and you must
override the disabled state of the service group to enable the group on another
system in the cluster.

To autoenable a service group from Cluster Explorer

1

In the Service Groups tab of the configuration tree, right-click the service
group.

or

Click the cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

Click Autoenable, and click the appropriate system from the menu.

To autoenable a service group from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Availability > Autoenable Service Group.

Click the service group.
Click the system on which to autoenable the group.

Click Apply.
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Flushing a service group

As a service group is brought online or taken offline, the resources within the
group are brought online and taken offline. If the online or offline operation
hangs on a particular resource, flush the service group to halt the operation on
the resources waiting to go online or offline. Flushing a service group typically
leaves the cluster in a partial state. After completing this process, resolve the
issue with the particular resource (if necessary) and proceed with starting or
stopping the service group.

To flush a service group from Cluster Explorer

1

In the Service Groups tab of the configuration tree, right-click the service
group.

or

Click the cluster in the configuration tree, click the Service Groups tab, and
right-click the service group icon in the view panel.

Click Flush, and click the appropriate system from the menu.

To flush a service group from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Availability > Flush Service Group.

Click the service group.
Click the system on which to flush the service group.

Click Apply.
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Linking service groups

To link a service group from Cluster Explorer

1
2

Click a cluster in the configuration tree.

In the view panel, click the Service Groups tab. This opens the service group
dependency graph. To link a parent group with a child group:

Click Link.
Click the parent group.

Move the mouse toward the child group. The yellow line “snaps” to the
child group. If necessary, press Esc on the keyboard to delete the line
between the parent and the pointer before it snaps to the child.

Click the child group.

In the Link Service Groups dialog box, click the group relationship and
dependency type.

See “About service group dependencies” on page 426.

&a Link Service Groups

Farent Service Group :  CMC
Child Service Group ¢ newgroupz

Relationship : online local € offline local

£ aniin remate £ onine alobal

Dependency Type : &= firm " soft; " hard

Carce

Click OK.
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You can also link the service groups by performing steps 1 and 2, right-clicking
the parent group, and clicking Link from the menu. In the dialog box, click the
child group, relationship, dependency type, and click OK.

4 Link Service Groups
@& Parent Group: CMC

Child Group:

Relationship : & online lacal " offline local

€ online remote € orline global

Dependency Type : &5 firm O soft © hard

conca

To link a service group from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Dependencies > Link Service Groups.

2 Click the parent resource group in the Service Groups box. After selecting
the parent group, the potential groups that can serve as child groups are
displayed in the Child Service Groups box.

3  Click a child service group.

4  Click the group relationship and dependency type.
See “About service group dependencies” on page 426.

5  Click Apply.



Administering the cluster from Cluster Manager (Java console)

Unlinking service groups

Administering service groups

To delete a service group dependency from Cluster Explorer

1

2
3
4

5

Click a cluster in the configuration tree.

In the view panel, click the Service Groups tab.

In the Service Group view, right-click the link between the service groups.

Click Unlink from the menu.

$* VCSHP10_71_0214a
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Click Yes.

To delete a service group dependency from Command Center

1

In the Command Center configuration tree, expand Commands >
Configuration > Dependencies > Unlink Service Groups.

Click the parent resource group in the Service Groups box. After selecting
the parent group, the corresponding child groups are displayed in the Child

Service Groups box.

Click the child service group.

Click Apply.
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Managing systems for a service group

From Cluster Explorer, use System Manager to add and remove systems in a
service group’s system list.

To add a system to the service group’s system list

1

5

In the System Manager dialog box, click the system in the Available
Systems box.

& Service Group: newgroup2

Available Systems Systems For Service Group
veshp7 L System name Startup Priority

Coneel

Click the right arrow to move the available system to the Systems for
Service Group table.

Select the Startup check box to add the systems to the service groups
AutoStartList attribute. This enables the service group to automatically
come online on a system every time HAD is started.

The priority number (starting with 0) is assigned to indicate the order of
systems on which the service group will start in case of a failover. If
necessary, double-click the entry in the Priority column to enter a new
value.

Click OK.

To remove a system from the service group’s system list

1

In the System Manager dialog box, click the system in the Systems for
Service Group table.

Click the left arrow to move the system to the Available Systems box.

Click OK.
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Creating service groups with the configuration wizard

This section describes how to create service groups using the configuration
wizard.

Note: VCS also provides wizards to create service groups for applications and
NEFS shares. See the chapter “Configuring applications and resources in VCS” for
more information about these wizards.

To create a service group using the configuration wizard

1 Open the Configuration Wizard. From Cluster Explorer, click Configuration
Wizard on the Tools menu.

2 Read the information on the Welcome dialog box and click Next.

3 Specify the name and target systems for the service group:

1 Comfigueation Wirard [=]

specify the service growup and the system list.
Enter the name of the service group-and the servios roups system-reished

Service Groug rame: [Tt
v allable Systens For Service Group
e — ST saseasia] W S
— ey
L]
4

Sewvice Group Typs: 1+ Fadower " Parabd (" rigtea)

<mock || Crmsts || cancel | 1

m  Enter the name of the group.
m  Click the target systems in the Available Systems box.

m  Click the right arrow to move the systems to the Systems for Service
Group table. To remove a system from the table, click the system and
click the left arrow.

m  Select the Startup check box to add the systems to the service groups
AutoStartList attribute. This enables the service group to automatically
come online on a system every time HAD is started.

m  The priority number (starting with 0) is automatically assigned to
indicate the order of systems on which the service group will start in
case of a failover. If necessary, double-click the entry in the Priority
column to enter a new value.

m  Click the service group type.
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10

11

m  Click Next.

Click Next again to configure the service group with a template and proceed
to step 7. Click Finish to add an empty service group to the selected cluster
systems and configure it at a later time.

Click the template on which to base the new service group. The Templates
box lists the templates available on the system to which Cluster Manager is
connected. The resource dependency graph of the templates, the number of
resources, and the resource types are also displayed. Click Next.

If a window notifies you that the name of the service group or resource
within the service group is already in use, proceed to step 9. Otherwise,
proceed to step 10.

Click Next to apply all of the new names listed in the table to resolve the
name clash.

or

Modify the clashing names by entering text in the field next to the Apply
button, clicking the location of the text for each name from the Correction
drop-down list box, clicking Apply, and clicking Next.

Click Next to create the service group. A progress indicator displays the
status.

After the service group is successfully created, click Next to edit attributes
using the wizard. Click Finish to edit attributes at a later time using Cluster
Explorer.

Review the attributes associated with the resources of the service group. If
necessary, proceed to step 11 to modify the default values of the attributes.
Otherwise, proceed to step 12 to accept the default values and complete the
configuration.

Modify the values of the attributes (if necessary).

I Show & Attriunes

| | e

m  Click the resource.
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Click the attribute to be modified.

Click the Edit icon at the end of the table row.

In the Edit Attribute dialog box, enter the attribute values.
Click OK.

m  Repeat the procedure for each resource and attribute.

12 Click Finish.
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Administering resources

Use the Java Console to administer resources in the cluster. Use the console to
add and delete, bring online and take offline, probe, enable and disable, clear,
and link and unlink resources. You can also import resource types to the
configuration.

Adding a resource

The Java Console provides several ways to add a resource to a service group. Use
Cluster Explorer or Command Center to perform this task.

To add a resource from Cluster Explorer

1 Inthe Service Groups tab of the Cluster Explorer configuration tree, click a
service group to which the resource will be added.

2 Onthe Edit menu, click Add, and click Resource.
or
Click Add Resource in the Cluster Explorer toolbar.
3  Enter the details of the resource:

m  Enter the name of the resource.

EE; Add Resource

Group name: TestGrp

Resource name: |TestRes

Resource Type:

IFHEOHOFF =l =

Attribute name Type | Dimensen | Walug | Ede |
PathName tring [Scalar | =

|V Critical [ Enabled

K1, Show Command Cancel

Click the resource type.

m  Edit resource attributes according to your configuration. The Java
Console also enables you to edit attributes after adding the resource.

m  Select the Critical and Enabled check boxes, if applicable. The Critical
option is selected by default.
A critical resource indicates the service group is faulted when the
resource, or any resource it depends on, faults. An enabled resource
indicates agents monitor the resource; you must specify the values of
mandatory attributes before enabling a resource. If a resource is
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created dynamically while VCS is running, you must enable the
resource before VCS monitors it. VCS will not bring a disabled resource
nor its children online, even if the children are enabled.

m Click Show Command in the bottom left corner to view the command
associated with the resource. Click Hide Command to close the view of
the command.

m Click OK.

To add a resource from Command Center

1

o & W N

In the Command Center configuration tree, expand Commands >
Configuration > Cluster Objects > Add Resource.

or

Click Add resource in the Command Center toolbar.

£ VCSHP10_71_0214a - Command Center : admin ( Cluster Administrator )
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Select the service group to contain the resource.
Enter the name of the resource.
Click the resource type.

Edit resource attributes according to your configuration. The Java Console
also enables you to edit attributes after adding the resource.

Select the Critical and Enabled check boxes, if applicable. The Critical
option is selected by default.

A critical resource indicates the service group is faulted when the resource,
or any resource it depends on, faults. An enabled resource indicates agents
monitor the resource; you must specify the values of mandatory attributes



198

Administering the cluster from Cluster Manager (Java console)

Administering resources

before enabling a resource. If a resource is created dynamically while VCS is
running, you must enable the resource before VCS monitors it. VCS will not
bring a disabled resource nor its children online, even if the children are
enabled.

Click Apply.

To add a resource from the Template view

1
2

From Cluster Explorer, click Templates... on the Tools menu.

In the left pane of the Template View, click the template from which to add
resources to your configuration.

In the resource graph, right-click the resource to be added to your
configuration.

4 Template View as on System :vcshp71 M=l E3
Template Yiew: YolumeNFSGroup

Templates
f/olurmeNFSGroup

VNFS_IP

WNFS_HIC wHFS_Sharel VNFS_Share2

Self
Self and Child Nodes

wNFS_Yolume1 VIFS_Yolume2

IFS_DiskGroup

Click Copy, and click Self from the menu to copy the resource. Click Copy,
and click Self and Child Nodes from the menu to copy the resource with its
dependent resources.

In the Service Groups tab of the Cluster Explorer configuration tree, click
the service group to which to add the resources.

In the Cluster Explorer view panel, click the Resources tab.

Right-click the Resource view panel and click Paste from the menu. After
the resources are added to the service group, edit the attributes to configure
the resources.
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Adding a RemoteGroup resource from the Java Console

A RemoteGroup resource is typically useful in scenarios where resources
configured in a local service group are dependant on the state of a remote
service group. For example, a web-server application running in a local cluster
could be dependant on a database application running in a remote cluster.

A RemoteGroup resource monitors the state of a remote service group in a local
cluster. Once you have added the RemoteGroup resource to a local service
group, you can link the resource to the existing resources of the service group.

You must have administrative privileges to configure RemoteGroup resources.

See “Configuring the RemoteGroup agent” on page 324.

To add a RemoteGroup resource

1 On the Tools menu, click Add Remote Group Resource...
or

Click Configure Remote Group Resource Wizard in the Cluster Explorer
toolbar.

2  Read the information on the Welcome dialog box and click Next.

3 Inthe Remote Group Resource Name dialog box, specify the name of the
resource and the service group to which the resource will be added. Click
Next.

4 In the Remote Cluster Information dialog box:

m  Specify the name or IP address of a node in the remote cluster.

m  Specify the port on the remote node on which the resource will
communicate.

m  Specify a username for the remote cluster.
m  Specify a password for the user.

Select the check box if you wish to specify advance options to connect
to a cluster running in secure mode. Otherwise, proceed to the last step.

m  Specify the domain of which the node is a part.
m  Select a domain type.
m  Specify the authentication broker and port.

m  Click Next.
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5 In the Remote Group Resource Details dialog box:

¥ Remote Group Resource Wizard
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m  Select a group you wish to monitor.

m  Select the mode of monitoring.

m  Choose the MonitorOnly option to monitor the remote service
group. You will not be able to perform online or offline operations
on the remote group.

m  Choose the OnlineOnly option to monitor the remote service group
and bring the remote group online from the local cluster.

m  Choose the OnOff option to monitor the remote service group,

bring the remote group online, and take it offline from the local
cluster.

m  Specify whether the RemoteGroup resource should monitor the state of
the remote group on a specific system or any system in the remote
cluster.

Choose the Any System option to enable the RemoteGroup
resource to monitor the state of the remote service group
irrespective of the system on which it is online.

Choose the Specific System option to enable the RemoteGroup
resource to monitor the state of the remote group on a specific
system in the remote cluster. Both service groups must be
configured on the same number of systems.

This option provides one-to-one mapping between the local and
remote systems. The Local Systems list displays the systems on
which the RemoteGroup resource is configured. Click the fields
under the Remote Systems list and select the systems from
drop-down list. If the remote group fails over to another system in
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the remote cluster, the RemoteGroup resource will also fail over to
the corresponding system in the local cluster.

m Click Next.

Review the text in the dialog box and click Finish to add the RemoteGroup
resource to the specified service group in the local cluster. You must now
create dependencies between the RemoteGroup resource and the existing
resources of the service group.

See “Linking resources” on page 209.

Deleting a resource

To delete a resource from Cluster Explorer

1

2
3

In the Service Groups tab of the configuration tree, right-click the resource.
or

Click a service group in the configuration tree, click the Resources tab, and
right-click the resource icon in the view panel.

Click Delete from the menu.

Click Yes.

To delete a resource from Command Center

1

In the Command Center configuration tree, expand Commands >
Configuration > Cluster Objects > Delete Resource.

Click the resource.

Click Apply.

Bringing a resource online

To bring a resource online from Cluster Explorer

1

2

In the Service Groups tab of the configuration tree, right-click the resource.
or

Click a service group in the configuration tree, click the Resources tab, and
right-click the resource icon in the view panel.

Click Online, and click the appropriate system from the menu.

To bring a resource online from Command Center

1

2

In the Command Center configuration tree, expand Commands >
Operations > Controls > Online Resource.

Click a resource.
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3
4

Click a system on which to bring the resource online.

Click Apply.

Taking a resource offline

To take a resource offline from Cluster Explorer

1

In the Service Groups tab of the configuration tree, right-click the resource.
or

Click a service group in the configuration tree, click the Resources tab, and
right-click the resource icon in the view panel.

Click Offline, and click the appropriate system from the menu.

To take a resource offline from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Controls > Offline Resource.

Click a resource.
Click a system on which to take the resource offline.

If necessary, select the ignoreparent check box to take a selected child
resource offline, regardless of the state of the parent resource. This option
is only available through Command Center.

Click Apply.
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Taking a resource offline and propagating the command

Use the Offline Propagate (OffProp) feature to propagate the offline state of a
parent resource. This command signals that resources dependent on the parent
resource should also be taken offline.

Use the Offline Propagate (OffProp) “ignoreparent” feature to take a selected
resource offline, regardless of the state of the parent resource. This command
propagates the offline state of the selected resource to the child resources. The
“ignoreparent” option is only available in Command Center.

To take a resource and its child resources offline from Cluster Explorer

1 Inthe Resources tab of the configuration tree, right-click the resource.

2 Click Offline Prop, and click the appropriate system from the menu.

To take a resource and its child resources offline from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Controls > OffProp Resource.

2  Click the resource.

3 Click the system on which to take the resource, and the child resources,
offline.

4  Click Apply.
To take child resources offline from Command Center while ignoring the
state of the parent resource

1 Inthe Command Center configuration tree, expand Commands >
Operations > Controls > OffProp Resource.

2 Click the resource.

3 Click the system on which to take the resource, and the child resources,
offline.

4  Select the ignoreparent check box.

5  Click Apply.



204 | Administering the cluster from Cluster Manager (Java console)

Administering resources

Probing a resource

Probe a resource to check that it is configured and ready to bring online.

To probe a resource from Cluster Explorer

1
2

In the Service Groups tab of the configuration tree, right-click the resource.

Click Probe, and click the appropriate system from the menu.

To probe a resource from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Controls > Probe Resource.

Click the resource.
Click the system on which to probe the resource.

Click Apply.
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Overriding resource type static attributes

You can override some resource type static attributes and assign them
resource-specific values. When a static attribute is overridden and the
configuration is saved, the main.cf file includes a line in the resource definition
for the static attribute and its overridden value.

To override resource type static attribute

1

Right-click the resource in the Service Groups tab of the configuration tree
or in the Resources tab of the view panel.

Click Override Attributes.
Select the attributes to override.

Click OK.
The selected attributes appear in the Overridden Attributes table in the
Properties view for the resource.

To modify the default value of an overridden attribute, click the icon in the
Edit column of the attribute.

To restore default settings to a type’s static attribute

1

Right-click the resource in the Service Groups tab of the configuration tree
or in the Resources tab of the view panel.

Click Remove Attribute Overrides.
Select the overridden attributes to be restored to their default settings.

Click OK.
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Enabling resources in a service group

Enable resources in a service group to bring the disabled resources online. A
resource may have been manually disabled to temporarily stop VCS from
monitoring the resource. You must specify the values of mandatory attributes
before enabling a resource.

To enable an individual resource in a service group

1  From Cluster Explorer, click the Service Groups tab of the configuration
tree.

2 Right-click a disabled resource in the configuration tree, and click Enabled
from the menu.
To enable all resources in a service group from Cluster Explorer

1  From Cluster Explorer, click the Service Groups tab in the configuration
tree.

2 Right-click the service group.

3 Click Enable Resources.

To enable all resources in a service group from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Availability > Enable Resources for Service Group.

2 Click the service group.

3 Click Apply.
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Disabling resources in a service group

Disable resources in a service group to prevent them from coming online. This
disabling process is useful when you want VCS to temporarily “ignore”
resources (rather than delete them) while the service group is still online.

To disable an individual resource in a service group

1  From Cluster Explorer, click the Service Groups tab in the Cluster Explorer
configuration tree.

2 Right-click a resource in the configuration tree. An enabled resource will
display a check mark next to the Enabled option that appears in the menu.

3  Click Enabled from the menu to clear this option.

To disable all resources in a service group from Cluster Explorer

1  From Cluster Explorer, click the Service Groups tab in the configuration
tree.

2 Right-click the service group and click Disable Resources.

To disable all resources in a service group from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Availability > Disable Resources for Service Group.

2 Click the service group.

3 Click Apply.
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Clearing a resource

Clear a resource to remove a fault and make the resource available to go online.
A resource fault can occur in a variety of situations, such as a power failure or a
faulty configuration.

To clear a resource from Cluster Explorer

1
2

In the Service Groups tab of the configuration tree, right-click the resource.

Click Clear Fault, and click the system from the menu. Click Auto instead of
a specific system to clear the fault on all systems where the fault occurred.

To clear a resource from Command Center

1

In the Command Center configuration tree, expand Commands >
Operations > Availability > Clear Resource.

Click the resource. To clear the fault on all systems listed in the Systems
box, proceed to step 5. To clear the fault on a specific system, proceed to
step 3.

Select the Per System check box.
Click the system on which to clear the resource.

Click Apply.
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Use Cluster Explorer or Command Center to link resources in a service group.

To link resources from Cluster Explorer

1 Inthe configuration tree, click the Service Groups tab.

2 Click the service group to which the resources belong.

3 Inthe view panel, click the Resources tab. This opens the resource
dependency graph. To link a parent resource with a child resource:

Click Link...
Click the parent resource.

Move the mouse towards the child resource. The yellow line “snaps” to
the child resource. If necessary, press Esc to delete the line between the
parent and the pointer before it snaps to the child.

Click the child resource.

In the Confirmation dialog box, click Yes.
or
Right-click the parent resource, and click Link from the menu. In the

Link Resources dialog box, click the resource that will serve as the
child. Click OK.

1" Link Resources [ |

# Parent Resource: resourcel_ng2

Group: newgroupz
Child Resource:

Cancel |

Click OK.

To link resources from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Dependencies > Link Resources.

2 Click the service group to contain the linked resources.
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3 Click the parent resource in the Service Group Resources box. After
selecting the parent resource, the potential resources that can serve as child
resources are displayed in the Child Resources box.
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4  Click a child resource.

5  Click Apply.
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Unlinking resources

Use Cluster Explorer or Command Center to unlink resources in a service group.

To unlink resources from Cluster Explorer

1 From the configuration tree, click the Service Groups tab.

2 Click the service group to which the resources belong.

3 Inthe view panel, click the Resources tab.

4 Inthe Resources View, right-click the link between the resources.
5

Click Unlink... from the menu.

£ VESHP10_71_0214a M=
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6 In the Question dialog box, click Yes to delete the link.
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To unlink resources from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Dependencies > Unlink Resources.

2 Click the service group that contains the linked resources.

3 Click the parent resource in the Service Group Resources box. After
selecting the parent resource, the corresponding child resources are
displayed in the Child Resources box.
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4  Click the child resource.
5  Click Apply.
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Invoking a resource action

Cluster Explorer enables you to initiate a predefined action script. Some
examples of predefined resource actions are splitting and joining disk groups.

To invoke a resource action

1
2
3

In the Service Groups tab of the configuration tree, right-click the resource.

Click Actions...

Specify the details of the action:

4 Fire Action [ %]

] CMC_ClusterConnector

Action: Iprogram.vfd VI Syskem: Ivcshp?l VI

Ackion Arguments

m  Click the predefined action to execute.
m  Click the system on which to execute the action.

m Toadd an argument, click the Add icon (+) and enter the argument.
Click the Delete icon (-) to remove an argument.

m Click OK.
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Refreshing the Resourcelnfo attribute

Refresh the Resourcelnfo attribute to view the latest values for that attribute.

To refresh the Resourcelnfo attribute
1 Inthe Service Groups tab of the configuration tree, right-click the resource.

2 Click Refresh Resourcelnfo, and click the system on which to refresh the
attribute value.

Clearing the Resourcelnfo attribute

Clear the Resourcelnfo attribute to reset all the parameters in this attribute.

To clear the parameters of the Resourcelnfo attribute
1 Inthe Service Groups tab of the configuration tree, right-click the resource.

2 Click Clear Resourcelnfo, and click the system on which to reset the
attribute value.

Importing resource types

The Java Console enables you to import resource types into your configuration
(main.cf). For example, use this procedure to import the types.cf for enterprise
agents to your configuration. You cannot import resource types that already
exist in your configuration.

To import a resource type from Cluster Explorer
1  On the File menu, click Import Types.
2 Inthe Import Types dialog box:

m  Click the file from which to import the resource type. The dialog box
displays the files on the system that Cluster Manager is connected to.

m  Click Import.

Running HA fire drill from the Java Console

Use the Cluster Manager to run HA fire drills for specific resources in a local
cluster. You can run HA fire drill for agents that support the functionality.

To run HA fire drill

1  On the Cluster Explorer toolbar, click Virtual Fire Drill.
or
From Cluster Explorer, click Virtual Fire Drill... on the Tools menu.
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Specify details to run a virtual fire drill.

4§ virtual Fire Drill [-[O] <]

8 Infrastructure checks:

Select type of check: Al Infrastructure Checks +
Select Group: mycrp -
Select System: veslinu 146 hd

Perform checks

Results:

(=)-{_3] Metwork Resources
El-G myIP

Route exists to 10,212,102,248 via eth

L@ device.vfd: NIC ethl exists
=)-(1 File System Resources

-G myMount

“@ mountpcint. vfd: Mountpaint foradata exEts
@@ mounted, wFd: Mourkpoint foradata is not mounted
@ wxfslic.vFd: Mot a VxFS Filesystem
()-(gg Storage Resources
-.-£ No Wirtusl Fire Dril actions For resources of type Storage
(=13 Application Resources
£y No Wirtual Fire Dril actions For resources of type Application
=5 Replication Resources
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Completed

Close

m  Select the type of check to run.

m  Select a service group for which to run the infrastructure checks. Make
sure you select a service group that is online.

m  Select a system to run the checks on.

m  Click Perform checks.

(]

Click Close.

Administering resources

View the result of the check. If the virtual fire drill reports any errors,
right-click the resource and select Fix it...
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Administering systems

Use the Java Console to administer systems in the cluster. Use the console to
add, delete, freeze, and unfreeze systems.

Adding a system

Cluster Explorer and Command Center enable you to add a system to the cluster.
A system must have an entry in the LLTTab configuration file before it can be
added to the cluster.

To add a system from Cluster Explorer

1 On the Edit menu, click Add, and click System.
or
Click Add System on the Cluster Explorer toolbar.

2  Enter the name of the system.

3  Click Show Command in the bottom left corner to view the command
associated with the system. Click Hide Command to close the view of the
command.

4  Click OK.
To add a system from Command Center

1 Click Add System in the Command Center toolbar.
or
In the Command Center configuration tree, expand Commands >
Configuration > Cluster Objects > Add System.

2 Enter the name of the system.

3 Click Apply.

Deleting a system

To delete a system from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Cluster Objects > Delete System.

2 Click the system.
3 Click Apply.
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Freezing a system

Freeze a system to prevent service groups from coming online on the system.

To freeze a system from Cluster Explorer
1 Click the Systems tab of the configuration tree.

2 Inthe configuration tree, right-click the system, click Freeze, and click
Temporary or Persistent from the menu. The persistent option maintains
the frozen state after a reboot if the user saves this change to the
configuration.

To freeze a system from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Availability > Freeze System.

2 Click the system.

3 If necessary, select the persistent and evacuate check boxes. The evacuate
option moves all service groups to a different system before the freeze
operation takes place. The persistent option maintains the frozen state
after a reboot if the user saves this change to the configuration.

4  Click Apply.

Unfreezing a system

Unfreeze a frozen system to enable service groups to come online on the system.

To unfreeze a system from Cluster Explorer
1 Click the Systems tab of the configuration tree.

2 Inthe configuration tree, right-click the system and click Unfreeze.

To unfreeze a system from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Operations > Availability > Unfreeze System.

2 Click the system.
3 Click Apply.
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Administering clusters

Use the Java Console to specify the clusters you want to view from the console,
and to modify the VCS configuration. The configuration details the parameters
of the entire cluster. Use Cluster Explorer or Command Center to open, save, and
“save and close” a configuration. VCS Simulator enables you to administer the
configuration on the local system while VCS is offline.

Opening a cluster configuration

Use Cluster Explorer or Command Center to open or make changes to the VCS
configuration.

To open a configuration from Cluster Explorer
On the File menu, click Open Configuration.
or

Click Open Configuration on the Cluster Explorer toolbar.

To open a configuration from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Configuration File > Open Configuration.

2 Click Apply.

Saving a cluster configuration

After updating the VCS configuration, use Cluster Explorer or Command Center
to save the latest configuration to disk while maintaining the configuration
state in read-write mode.

To save a configuration from Cluster Explorer
On the File menu, click Save Configuration.
or

Click Save Configuration on the Cluster Explorer toolbar.

To save a configuration from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Configuration File > Save Configuration.

2 Click Apply.
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Saving and closing a cluster configuration

After updating the VCS configuration, use Cluster Explorer or Command Center
to save the latest configuration to disk, and close or change the configuration
state to read-only mode.

To save and close a configuration from Cluster Explorer
On the File menu, click Close Configuration.
or

Click Save and Close Configuration on the Cluster Explorer toolbar.

To save and close a configuration from Command Center

1 Inthe Command Center configuration tree, expand Commands >
Configuration > Configuration File > Close Configuration.

2 Click Apply.

Executing commands

Use Command Center to execute commands on a cluster. Command Center
enables you to run commands organized as “Configuration” and “Operation.”

To execute a command from Command Center

1 From Command Center, click the command from the command tree. If
necessary, expand the tree to view the command.

2 Inthe corresponding command interface, click the VCS objects and
appropriate options (if necessary).

3 Click Apply.
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Editing attributes

Use the Java Console to edit attributes of VCS objects. By default, the Java
Console displays key attributes and type specific attributes. To view all
attributes associated with an object, click Show all attributes.

To edit an attribute from Cluster Explorer

1

From the Cluster Explorer configuration tree, click the object whose
attributes you want to edit.

In the view panel, click the Properties tab. If the attribute does not appear
in the Properties View, click Show all attributes. This opens the Attributes
View.

In the Properties or Attributes View, click the icon in the Edit column of the
Key Attributes or Type Specific Attributes table. In the Attributes View,
click the icon in the Edit column of the attribute.

In the Edit Attribute dialog box, enter the changes to the attribute values.
To edit a scalar value:

Enter or click the value.

To edit a non-scalar value:

Use the + button to add an element. Use the - button to delete an element.
To change the attribute’s scope:

Click the Global or Per System option.

To change the system for a local attribute:

Click the system from the menu.

Click OK.

To edit an attribute from Command Center

1

2

In the Command Center configuration tree, expand Commands >
Configuration > Attributes > Modify vcs_object Attributes.

Click the VCS object from the menu.
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3 Inthe attribute table, click the icon in the Edit column of the attribute.
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4 In the Edit Attribute dialog box, enter the changes to the attribute values.
To edit a scalar value:
Enter or click the value.
To edit a non-scalar value:
Use the + button to add an element. Use the - button to delete an element.
To change the attribute’s scope:
Click the Global or Per System option.
To change the system for a local attribute:
Click the system from the menu.

5 Click OK.
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Querying the cluster configuration

1 From Cluster Explorer, click Query on the Tools menu.
or
On the Cluster Explorer toolbar, click Query.

2  Enter the details of the query:
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Click the VCS object to search.
m  Depending on the selected object, click the specific entity to search.

m  Click the appropriate phrase or symbol between the search item and
value.

m  Click the appropriate value for the specified query. Certain queries
allow the user to enter specific filter information:
Click System, click Online Group Count, click <, and type the required
value in the blank field.
or
Click Resource, click [provide attribute name] and type in the name of
an attribute, click = or contains, and type the appropriate value of the
attribute in the blank field. For example, click Resource, click [provide
attribute name] and type in pathname, click contains, and type c:\temp
in the blank field.

m  To use additional queries, click + as many times as necessary to select
the appropriate options. Click - to reduce the number of queries.

m  Click AND or OR for each filter selection.

m  Click Search. The results appear in tabular format at the bottom of the
dialog box. To search a new item, click Reset to reset the dialog box to
its original blank state.
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Setting up VCS event notification using the Notifier

wizard

The information presented here assumes that you need to create both the
ClusterService group and the Notifier resource. If the ClusterService group
exists but the Notifier resource is configured under another group, you can
modify the attributes of the existing Notifier resource and system list for that
group. If the ClusterService group is configured but the Notifier resource is not
configured, the Notifier resource will be created and added to the ClusterService
group.

To set up event notification using the Notifier wizard

1  From Cluster Explorer, click Notifier Wizard... on the Tools menu.
or
On the Cluster Explorer toolbar, click Launch Notifier Resource
Configuration Wizard.

2 Click Next.

3 Inthe dialog box:
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m  Enter the name of the resource. For example, "ntfr".
m  Click the target systems in the Available Systems box.

m  Click the right arrow to move the systems to the Systems for Service
Group table. To remove a system from the table, click the system and
click the left arrow.

m  Select the Startup check box to add the systems to the service groups
AutoStartList attribute. This enables the service group to automatically
come online on a system every time HAD is started.

m  The priority number (starting with 0) is assigned to indicate the order
of systems on which the service group will start in case of a failover. If
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necessary, double-click the entry in the Priority column to enter a new
value.

m Click Next.

4  Choose the mode of notification which needs to be configured. Select the
check boxes to configure SNMP and/or SMTP (if applicable).

5 Inthe SNMP Configuration dialog box (if applicable):
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m  Click + to create the appropriate number of fields for the SNMP
consoles and severity levels. Click - to remove a field.

m  Enter the console and click the severity level from the menu. For
example, "snmpserv" and "Information".

m  Enter the SNMP trap port. For example, "162" is the default value.
m  Click Next.

6 Inthe SMTP Configuration dialog box (if applicable):
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m  Enter the name of the SMTP server.

m  Click + to create the appropriate number of fields for recipients of the
notification and severity levels. Click - to remove a field.
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m  Enter the recipient and click the severity level in the drop-down list
box. For example, “admin@example.com” and “Information”.

m  Click Next.
7 In the NIC Resource Configuration dialog box:

ML Resource Configuration
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m  Click Configure NIC Resource (recommended by Symantec) and
proceed to the next step. Otherwise, click Next.

m If necessary, enter the name of the resource.

m  Click the icon (...) in the Discover column of the table to find the
MACAddress for each system.

m  Click OK on the Discover dialog box.
m  Click Next.

8 Click the Bring the Notifier Resource Online check box, if desired.
9  Click Next.
10 Click Finish.
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Administering logs

The Java Console enables you to customize the log display of messages
generated by the engine. In the Logs dialog box, you can set filter criteria to
search and view messages, and monitor and resolve alert messages.

To browse the logs for detailed views of each log message, double-click the
event’s description. Use the arrows in the VCS Log details pop-up window to

navigate backward and forward through the message list.

Errar

Date : Feb 21, 2006

Time : 3:55:18 AM

Description :
Y-16-10021-6036
(veshp10) Mount:wNFS_Mounk 1 :monitor:Tnput Argument validation Failed.

e -] _ cew |

Customizing the log display

From the Logs dialog box, use the Edit Filters feature to customize the display of
log messages.

To customize the display for VCS logs

1
2

In the VCS Logs tab, click Edit Filters.
Enter the filter criteria:
m  Click the types of logs to appear on the message display.

Logtypes: [ Criticat v Errar [ wiarning W MNotice [ Information

Logs of: [al | Named: [an B2

Logs from last: hour(s) =
Search String: [~ vihole String

[o3 Cancel

m  From the Logs of list, select the category of log messages to display.

m From the Named menu, select the name of the selected object or
component. To view all the messages for the selected category, click All.
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m In the Logs from last field, enter the numerical value and select the
time unit.

m  To search log messages, enter the search string. Select the Whole
String check box, if required.

m Click OK.

To customize the display for agent logs

1 Inthe Agent Logs tab, enter the filter criteria:

VeSLoags A0ori Logs | Comeand Lige | alerts |
Sysber Mame: bodol 0 =] Lk Loy F,'.
Bpscancn Tigm: [ipache | Hmcarce damed: F =]

bog Type | T | Drscrplion |

2

Click the name of the system.
Enter the number of logs to view.

Click the resource type.

Click the name of the resource. To view messages for all resources, click
All.

m  Click Get Logs.

Resetting the log display

Use the Reset Filters feature to set the default settings for the log view. For
example, if you customized the log view to only show critical and error messages
using the Edit Filters feature, the Reset Filters feature will set the view to show
all log messages.

To reset the default settings for the log display
In the VCS Logs tab, click Reset Filters.
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Monitoring alerts

The Java Console sends automatic alerts that require administrative action and
are displayed on the Alerts tab of the Logs dialog box. Use this tab to take action
on the alert or delete the alert.

To take action on an alert

1 Inthe Alert tab or dialog box, click the alert to take action on.

£ VESSUNB4_AS_Frlild - Alerd [ [o]=]
[ 100
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2  Click Take Action.

3 Enter the required information to resolve the alert.
If the alert warns that a local group cannot fail over to any system in the
local cluster, you cannot take any action.
If the alert warns that a global group cannot fail over, the action involves
bringing the group online on another system in the global cluster
environment.
If the alert warns that a global cluster is faulted, the action involves
declaring the cluster as a disaster, disconnect, or outage, and determining
the service groups to fail over to another cluster.

£ Declare Cluster [ x]
@ Declare Cluster clus146
Declare [Discornect -
Select groups to Fallover and appropriate clusters:
¥ salfD clus145
F salfd clus145
Cancel

4  Click OK.
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To delete an alert

1
2
3

In the Alert tab or dialog box, click the alert to delete.

Click Delete Alert.

Provide the details for this operation:
m  Enter the reason for deleting the alert.
m  Click OK.

Administering logs
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Administering VCS Simulator

VCS Simulator enables you to view state transitions, experiment with
configuration parameters, and predict how service groups will behave during
cluster or system faults. Use this tool to create and save configurations in an
OFFLINE state.

Through the Java Console, VCS Simulator enables you to configure a simulated
cluster panel, bring a system in an unknown state into an online state, simulate
power loss for running systems, simulate resource faults, and save the
configuration while VCS is offline.

For global clusters, you can simulate the process of generating and clearing
cluster faults.

You can run multiple simulated clusters on a system by using different port
numbers for each cluster. The Java Console provides the same views and
features that are available for online configurations

See “Predicting VCS behavior using VCS Simulator” on page 329.
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About administering VCS from the command line

This chapter describes commonly used VCS commands. For more information
about specific commands or their options, see their usage information or the
man pages associated with the commands.

Most commands can be entered from any system in the cluster when VCS is
running. The command to start VCS is typically invoked at system startup.

How VCS identifies the local system

VCS checks the file $VCS_CONF/conf/sysname. If this file does not exist, the
local system is identified by its node name. To view the system’s node name,
type:

uname -n
The entries in this file must correspond to those in the files /etc/11thosts
and /etc/1llttab.

About specifying values preceded by a dash (-)

When specifying values in a command-line syntax, you must prefix values
beginning with a dash (-) with a percentage sign (%). If a value begins with a
percentage sign, you must prefix it with another percentage sign. (The initial
percentage sign is stripped by HAD and does not appear in the configuration
file.)

About the -modify option

Most configuration changes are made using the -modi fy options of the
commands haclus, hagrp, hares, hasys, and hatype. Specifically, the
-modi fy option of these commands changes the attribute values stored in the
VCS configuration file. By default, all attributes are global, meaning that the
value of the attribute is the same for all systems.

Note: VCS must be in read/write mode before you can change the configuration.
For instructions, see “Setting the configuration to read/write” on page 243.

Encrypting VCS passwords

Use the vesencrypt utility to encrypt passwords when editing the VCS
configuration file main.cf to add VCS users.
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Note: Do not use the vcsencrypt utility when entering passwords from a
configuration wizard or from the Java and Web consoles.

To encrypt a password

1  Run the utility from the command line.

vcsencrypt -ves

2 The utility prompts you to enter the password twice. Enter the password and
press Return.
Enter New Password:
Enter Again:
3 The utility encrypts the password and displays the encrypted password. Use
the displayed password to edit the VCS configuration file main.cf.

Encrypting agent passwords

Use the vesencrypt utility to encrypt passwords when editing the VCS
configuration file main.cf when configuring agents that require user passwords.

See also “Encrypting agent passwords using security keys” on page 233.

Note: Do not use the vesencrypt utility when entering passwords from a
configuration wizard or from the Java and Web consoles.

To encrypt an agent password

1  Run the utility from the command line.

vcsencrypt -agent

2 The utility prompts you to enter the password twice. Enter the password and
press Return.
Enter New Password:
Enter Again:
3 The utility encrypts the password and displays the encrypted password. Use
the displayed password to edit the VCS configuration file main.cf.

Encrypting agent passwords using security keys

Use the vesencrypt utility to generate a security key to create a more secure
passwords for agents.

See also “Encrypting agent passwords” on page 233.
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Privilege requirements generating security keys
By defualt, only superusers can generate security keys.
You can grant password encryption privileges to group administrators.

See “Granting password encryption privileges to group administrators” on
page 235.

Creating secure agent passwords

Follow these instructions to create secure passwords for agents.

To encrypt agent passwords using security keys

1 Make sure you have the privileges required to encrypt passwords.
See “Privilege requirements generating security keys” on page 234.

2 Generate a security key from a node where VCS is running. You need to do
this once.

m  Make the VCS configuration writable.
haconf -makerw
m  Run the vcsencrypt utility:
vcsencrypt -gensecinfo
m  When prompted, enter a password and press Return.

Please enter a passphrase of minimum 8 characters.
Passphrase:

Generating SecInfo...please wait...

SecInfo generated successfully.

SecInfo updated successfully.

m  Save the VCS configuration file.
haconf -dump
3 Encrypt the agent password with the security key that you generated.
m  On anode where VCS is running, enter the following command:
vcsencrypt -agent -secinfo
m  When prompted, enter a password and press Return. The utility
prompts you to enter the password twice.

Enter New Password:
Enter Again:

The utility encrypts the password and displays the encrypted
password.
4  Verify that VCS uses the new encryption mechanism.

m  Verify that the SecInfo cluster attribute is added to the main.cf file with
the security key as the value of the attribute.

m  Verify that the password that you encrypted resembles the following:
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SApswd=7c:a7:4d:75:78:86:07:5a:de:9d:7a:9a:8c:6e:53:c6

Granting password encryption privileges to group
administrators

Follow these instructions to grant password encryption privileges to group
administrators.

To grant password encryption privileges to group administrators

& Set the value of the cluster attribute SecInfoLevel to R+A:
haclus -modify SecInfolLevel R+A

To restrict password encrtyption privileges to superusers

¢ Set the value of the cluster attribute SecInfoLevel to R:

haclus -modify SecInfoLevel R

Changing the security key

Follow these instructions to change the security key.

If you change the security key, make sure you reencrypt all the passwords that
you created with the new security key. Otherwise, agents will fail to decrypt the
encrypted password correctly and hence manage to monitor resources correctly.

To change security key

1  Save the VCS configuration and make it writeable.

haconf -makerw

2 Run the following command:

vcsencrypt -gensecinfo -force

3 Save the VCS configuration and make it read only.

haconf -dump -makero
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Installing a VCS license

The utility vxlicinst installs a new permanent license or updates a license.

You must have root privileges to use this utility. This utility must be run on each
system in the cluster; the utility cannot install or update a license on remote
nodes.

To install a new license
¢ Run the following command on each node in the cluster:
cd /opt/VRTS/bin
./vxlicinst -k XXXX-XXXX-XXXX-XXXX-XXXX-XXX
To update licensing information in a running cluster
1 Install the new license on each node in the cluster using the vxlicinst utility.

2 Update system-level licensing information on all nodes in the cluster:
hasys -updatelic -all
You must update licensing information on all nodes before proceeding to the
next step.

3 Update cluster-level licensing information:

haclus -updatelic

Starting VCS

The command to start VCS is invoked from the following file:
/ete/rc.d/rc2.d/S99.ves

When VCS Starts

When VCS is started, it checks the state of its local configuration file and
registers with GAB for cluster membership. If the local configuration is valid,
and if no other system is running VCS, it builds its state from the local
configuration file and enters the RUNNING state.

If the configuration on all nodes is invalid, the VCS engine waits for manual
intervention, or for VCS to be started on a system that has a valid configuration.

See “Cluster and system states” on page 641.

To start VCS

¢ Run the following command:

hastart
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To start VCS when all systems are in the ADMIN_WAIT state

¢ Run the following command from any system in the cluster to force VCS to
use the configuration file from the system specified by the variable system:

hasys -force system

To start VCS on a single node

¢ Type the following command to start an instance of VCS that does not
require the GAB and LLT packages. Do not use this command on a
multisystem cluster.

hastart -onenode

To start VCS as a time-sharing process

¢ Run the following command:

hastart -ts

Stopping VCS

The hastop command stops HAD and related processes. You can customize the
behavior of the hastop command by configuring the EngineShutdown attribute
for the cluster.

See “Controlling the hastop behavior using the EngineShutdown attribute” on
page 238.

The hastop command includes the following options:

hastop -all [-force]
hastop [-help]

hastop -local [-force | -evacuate | -noautodisable]

hastop -sys system ... [-force | -evacuate \ -noautodisable]
Option Description
-all Stops HAD on all systems in the cluster and takes all service

groups offline.

-help Displays command usage.
-local Stops HAD on the system on which you typed the command
-force Allows HAD to be stopped without taking service groups offline

on the system. The value of the EngineShutdown attribute does
not influence the behavior of the -force option.
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Option Description

-evacuate When combined with -1ocal or —sys, migrates the system’s
active service groups to another system in the cluster, before the
system is stopped.

-noautodisable Ensures that service groups that can run on the node where the
hastop command was issued are not autodisabled. This option
can be used with —~evacuate but not with -force.

-sys Stops HAD on the specified system.

Stopping VCS without -force option

When VCS is stopped on a system without using the - force option, it enters

the LEAVING state, and waits for all groups to go offline on the system. Use the

output of the command hasys -display system to verify that the values of

the SysState and the OnGrpCnt attributes are non-zero. VCS continues to wait
for the service groups to go offline before it shuts down.

See “Troubleshooting resources” on page 615.

Stopping VCS with options other than -force

When VCS is stopped by options other than - force on a system with online
service groups, the groups running on the system are taken offline and remain
offline. This is indicated by VCS setting the attribute IntentOnline to 0. Using
the option - force enables service groups to continue running while HAD is
brought down and restarted (IntentOnline remains unchanged).

Controlling the hastop behavior using the EngineShutdown attribute

Use the EngineShutdown attribute to define VCS behavior when a user runs the
hastop command.

Note: VCS does not consider this attribute when the hastop is issued with the
following options: -force or -local -evacuate -noautodisable.
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Configure one of the following values for the attribute depending on the desired
functionality for the hastop command:

EngineShutdown
Value

Enable
Disable

DisableClusStop

PromptClusStop

PromptLocal

PromptAlways

Description

Process all hastop commands. This is the default behavior.
Reject all hastop commands.

Do not process the hastop -all command; process all other hastop
commands.

Prompt for user confirmation before running the hastop -all
command; process all other hastop commands.

Prompt for user confirmation before running the hastop -local
command; process all other hastop commands.

Prompt for user confirmation before running any hastop
command.

Additional considerations for stopping VCS

m If using the command reboot, behavior is controlled by the
ShutdownTimeOut parameter. After HAD exits, if GAB exits within the time
designated in the ShutdownTimeout attribute, the remaining systems
recognize this as a reboot and fail over service groups from the departed
system. For systems running several applications, consider increasing the
value in the ShutdownTimeout attribute.

m  Stopping VCS on a system autodisables each service group that includes the
system in their SystemList attribute. (This does not apply to systems that
are powered off.)

m If you use the -evacuate option, evacuation occurs before VCS is brought

down.



240 ‘

Administering the cluster from the command line

Logging on to VCS

Logging on to VCS

VCS prompts user name and password information when non-root users execute
haxxx commands. You can use the halogin command to save the
authentication information so that you do not have to enter your credentials
every time you run a VCS command. Note that you might need specific
privileges to run VCS commands.

When you run halogin, VCS stores encrypted authentication information in the
user’s home directory. For clusters running in secure mode, the command also
sets up a trust relationship and retrieves a certificate from an authentication
broker.

If you run the command for different hosts, VCS stores authentication
information for each host.
After you run the command, VCS stores the info until you end the session.

Root users need not run halogin when running VCS commands from the local
host.

To log on to a cluster running in secure mode

1  Set the following environment variables:
m  VCS_DOMAIN—Name of the Security domain to which the user
belongs.

m  VCS_DOMAINTYPE—Type of VXSS domain: unixpwd, nt, nis, nisplus,
Or VX.

2 Define the node on which the VCS commands will be run. Set the VCS_HOST
environment variable to the name of the node. To run commands in a
remote cluster, you set the variable to the virtual IP address configured in
the ClusterService group.

3 Logonto VCS:

halogin vcsusername password

To log on to a cluster not running in secure mode

1 Define the node on which the VCS commands will be run. Set the VCS_HOST
environment variable to the name of the on which to run commands. You
can set the variable to the virtual IP address configured in the
ClusterService group.

2 Logonto VCS:

halogin vcsusername password
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To end a session for a host

¢ Run the following command:
halogin -endsession hostname

To end all sessions

¢ Run the following command:

halogin -endallsessions

VCS prompts you for credentials every time you run a VCS command.
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Managing VCS configuration files
This section describes how to verify, back up, and restore VCS configuration
files.
See “About the main.cf file” on page 55.
See “The types.cf file” on page 57.

About the hacf utility

The hacf utility translates the VCS configuration language into a syntax that can
be read by the VCS engine. Specifically, hacf translates the contents of the main
configuration file, main.cf, into commands for the VCS server.

The hacf utility verifies the configuration before loading it into VCS. The
configuration is not loaded under the following conditions:
m  If main.cf or include files are missing.

m If syntax errors appear in the .cf files.

m  If the configuration file is invalid.

See “Setting the configuration to read/write” on page 243.

About multiple versions of .cf files

When hacf creates a .cf file, it does not overwrite existing .cf files. A copy of the
file remains in the directory, and its name includes a suffix of the date and time
it was created, such as main.cf.03Dec2001.175904. In addition, the previous
version of any .cf file is saved with the suffix .previous; for example,
main.cf.previous.

Verifying a configuration

Use hacf to verify (check syntax of) the main.cf and the type definition file,
types.cf. VCS does not execute if hacf detects errors in the configuration.

To verify a configuration
¢ Run the following command:
hacf -verify config directory

The variable config_directory refers to directories containing a main.cf file and
any .cf files included in main.cf.

No error message and a return value of zero indicates that the syntax is legal.
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Scheduling automatic backups for VCS configuration files

Configure the BackupInterval attribute to instruct VCS to create a back up of the
configuration periodically. VCS backs up the main.cf and types.cf files as
main.cf.autobackup and types.cf.autobackup respectively.

To start periodic backups of VCS configuration files

& Set the cluster-level attribute BackupInterval to a non-zero value.
For example, to back up the configuration every 5 minutes, set
BackuplInterval to 5.

Saving a configuration

When you save a configuration, VCS renames the file main.cf.autobackup to
main.cf. VCS also save your running configuration to the file
main.cf.autobackup.

If have not configured the BackupInterval attribute, VCS saves the running
configuration.

See “Scheduling automatic backups for VCS configuration files” on page 243.

To save a configuration

¢ Run the following command
haconf -dump -makero
The option -makero sets the configuration to read-only.

Setting the configuration to read/write

To set the mode to read/write

& Type the following command:

haconf -makerw

Formatting configuration files

When you manually edit VCS configuration files (for example, the main.cf or
types.cf file) you can potentially create formatting issues that prevent the files
from being parsed correctly.

To display the configuration files in the correct format
¢ Run the following commands to display the configuration files in the correct
format:

# hacf -cftocmd config
# hacf -cmdtocf config
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Taking snapshots of VCS configuration files

Use the hasnap command to take snapshots of VCS configuration files on each
node in the cluster. You can also restore the configuration from a snapshot.

The command includes the following options; each option is described in detail
in the following sections:

hasnap -backup Backs up files in a snapshot format.

hasnap -restore Restores a previously created snapshot.

hasnap -display Displays details of previously created snapshots.

hasnap -sdiff Displays files that were changed on the local system after a specific
snapshot was created.

hasnap -fdiff Displays the differences between a file in the cluster and its copy
stored in a snapshot.

hasnap -export Exports a snapshot from the local, predefined directory to the
specified file.

hasnap -include Configures the list of files or directories to be included in new
snapshots, in addition to those included automatically by the
-backup command.

hasnap -exclude Configures the list of files or directories to be excluded from new
snapshots when backing up the configuration using the -backup
command.

hasnap -delete Deletes snapshots from the predefined local directory on each
node.

Note: With the exception of the -include, -exclude, and the -delete
options, all options can be combined with the - £ option. This option indicates
that all files be backed up to or restored from the specified single file instead of a
local, predefined directory on each node. This option is useful when you want to
store the configuration data to an alternate location that is periodically backed
up using backup software like Veritas Net Backup.
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Backing up configuration files

The hasnap -backup command backs up files in a snapshot format. A
snapshot is a collection of VCS configuration files backed up at a particular
point in time, typically before making changes to the existing configuration. A
snapshot also contains information such as the snapshot name, description,
creation time, and file permissions.

The command backs up a predefined list of VCS configuration files as well as a
user-defined list. The predefined list includes all the *.cf files, custom agents,

LLT and GAB configuration files, triggers, custom heartbeats, and action scripts.

See the -include and -exclude commands to construct a user-defined list.

To back up VCS configuration files

¢ Run the following command

hasnap -backup [-f filename] [-n] [-m description]

Use the -n option to run the command in the non-interactive mode.
Use the —-m option to specifies a description of the snapshot.

Examples

The following command creates a backup of the configuration in the

non-interactive mode and adds Test Backup as the backup description.
hasnap -backup -n -m "Test Backup"

The following command creates a backup of the configuration files and saves it
as /tmp/backup-2-2-2003 on the node where the command was run.
hasnap -backup -f /tmp/backup-2-2-2003

Restoring VCS configuration files

The hasnap -restore command restores configuration files from a
previously created snapshot.

To restore VCS configuration files

¢ Run the following command:

hasnap -restore [-f filename] [-n] [-s snapid]
-n Run the command in the non-interactive mode.

-s option to specifies the ID of the snapshot to be restored.

If you do not specify a snapshot ID, the command lists the snapshots that
are available for restoration.
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Examples
The following command restores the snapshot vcs-20030101-22232 in the
non-interactive mode.

hasnap -restore -n -s vcs-20030101-22232

The following command restores the snapshot stored in the file
/tmp/backup-2-2-2003.
hasnap -restore -f /tmp/backup-2-2-2003

Viewing snapshots of configuration files

Use the hasnap -display command to view details of previously created
snapshots.

To view snapshots of configuration files
hasnap -display [-f filename]l [-1list|-s snapid] [-m] [-1]1 [-t]

-list Displays the list of snapshots in the repository.
-s Specifies the snapshot ID.

-m Displays snapshot description.

-1 Lists files in the snapshot

-t Displays the snapshot timestamp

If no options are specified, the command displays all information about the
latest snapshot.

Examples
The following command lists all snapshots.

hasnap -display -list
The following command displays the description and the time of creation of the
specified snapshot.

hasnap -display -s vcs-20030101-2232 -m -t
The following command displays the description, the timestamp, and the list of
all files in the snapshot file /tmp/backup-2-2-2003

hasnap -display -f /tmp/backup-2-2-2003

Viewing files changed after a snapshot

Use the hasnap -sdiff command to display files that were changed on the
local system after a specific snapshot was created.
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To view files that changed after a snapshot

¢ Run the following command:

hasnap -sdiff [-f filename] [-s snapid] [-sys hostname]

-s Identifies the snapshot ID of the comparison snapshot.

-sys Indicates the host on which the snapshot is to be compared.

If you do not specify any options, the command uses the latest snapshot to
compare the files on each node in the cluster.

Examples
The following command displays the differences between the current
configuration and the snapshot vcs-20030101-22232.
hasnap -sdiff -s vecs-20030101-22232
The following command displays the difference between the configuration on
system host1 and the snaphot stored in the file /tmp/backup-2-2-2003.
hasnap -sdiff -f /tmp/backup-2-2-2003 -sys hostl

Comparing a file with its snapshot copy

Use the hasnap -fdiff to displays differences between a file on the cluster
and its copy stored in a previously created snapshot.

To compare a file with its snapshot copy

¢ Run the following command:

hasnap -fdiff [-f filename] [-s snapid] [-sys hostname] file

-s Specifies the ID of the snapshot.
-sys Specifies the host on which the snapshot is to be compared.
-file The file to compare.

If you do not specify any options, the command uses the latest snapshot to
compare the file on each node in the cluster.
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Examples
The following command displays the differences between the files
/etc/VRTSvcs/conf/config/main.cf on host1 and its version in the last snapshot.
hasnap -fdiff -sys host1 /etc/VRTSvcs/conf/config/main.cf
The following command displays the differences between the files /var/llttab on
each node in the cluster and the version stored in the snapshot contained in the
file /var/backup-2-2-2003.
hasnap -fdiff -f /tmp/backup-2-2-2003 /etc/llttab

Exporting snapshots

Use the hasnap -export command to export a snapshot from the local,
predefined directory on each node in the cluster to a specified file. This option is
useful when you want to store a previously created snapshot to an alternate
location that is periodically backed up using backup software like Veritas
NetBackup.

To export a snapshot

¢ Run the following command:

hasnap -export -f filename [-s snapid]

-s Specifies the ID of the snapshot.

-f Specifies the file.

If you do not specify a snapshot ID, the command exports the latest snapshot to
the specified file.

Example

The following command exports data from snapshot vcs-20030101-22232 from

each node in the cluster to the file /tmp/backup-2-2-2003 on the current node.
hasnap -export -f /tmp/backup-2-2-2003 -s vcs-20030101-22232
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Adding and removing files for snapshots

Use the hasnap -include command to configures the list of files or
directories to be included in new snapshots. This list is in addition to the files
included by the -backup command.

See “Backing up configuration files” on page 245.

To add or remove files for a snapshots

¢ Run the following command:

hasnap -include -add|-del|-list [-sys hostnamel
files|directories

-add Adds the specified files or directories to the include file list.
-del Removes the specified files or directories from the include file list.
files/ Files or directories to be added or removed.
directories
Examples

The following command displays the list of files or directories to be included in
new snapshots on each node of the cluster.

hasnap -include -list
The following command adds the file /opt/VRTSweb/conf/vrtsweb.xml to the
include list on host1, which results in this file being included in the snapshot the
next time the hasnap -backup command is run.

hasnap -include -add /opt/VRTSweb/conf/vrtsweb.xml
The following command removes the file /opt/VRTSweb/conf/vrtsweb.xml from
the include list on host1.

hasnap -include -del -sys host1 /opt/VRTSweb/conf/vrtsweb.xml

Excluding files from snapshots

Use the hasnap -exclude command to configure the list of files or
directories that should not be included in new snapshots.

To exclude files from snapshots

¢ Run the following command:

hasnap -exclude -add|-del|-list [-sys hostname]
files|directories

-add Adds the specified files or directories to the exclude file list.

-del Removes the specified files or directories from the exclude file list.
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files/ Files or directories to be added or removed
directories

Examples
The following command displays the exclude file list on each node in the cluster.
hasnap -exclude -list
The following command adds the file /etc/VRTSvcs/conf/config/temp.cf to the
exclude file list on host1, which results in this file being excluded from the
snapshot the next time the hasnap -backup command is run.
hasnap -exclude -add -sys hostl
/etc/VRTSves/conf/config/temp.cf
The following command removes the file /etc/VRTSvcs/conf/config/temp.cf
from the exclude list on host1.

hasnap -exclude -del -sys hostl
/etc/VRTSves/conf/config/temp.cf

Deleting snapshots

Use the hasnap -delete command to delete snapshots from the predefined
local directory on each node.

To delete a snapshot

¢ Run the following command:

hasnap -delete [-s snapid]

-s Specifies the ID of the snapshot to be deleted.

If you do not specify the snapshot ID, the command lists the snapshots that
can be deleted.

Example
The following command deletes snapshot vcs-20030101-22232 from the cluster.
hasnap -delete -s vcs-20030101-22232
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Managing VCS users from the command line

Adding a user

You can add, modify, and delete users on any system in the cluster, provided you
have the privileges to do so.

If VCS is running in secure mode, specify fully-qualified user names, in the
format username@domain. You cannot assign or change passwords for users
when VCS is running in secure mode.

The commands to add, modify, and delete a user must be executed only as root
or administrator and only if the VCS configuration is in read/write mode.

See “Setting the configuration to read/write” on page 243.

Note: You must add users to the VCS configuration to monitor and administer
VCS from the graphical user interface Cluster Manager.

Users in the category Cluster Guest cannot add users.

To add a user

1  Set the configuration to read/write mode:

haconf -makerw

2 Addthe user:

hauser -add user [-priv <Administrator|0perator> [-group
service_groups]]

3 Enter a password when prompted.

4 Reset the configuration to read-only:

haconf -dump -makero

To add a user with cluster administrator access

& Type the following command:

hauser -add user -priv Administrator

To add a user with cluster operator access
& Type the following command:

hauser -add user -priv Operator
To add a user with group administrator access

& Type the following command:

hauser -add user -priv Administrator -group service groups
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To add a user with group operator access

& Type the following command:

hauser -add user -priv Operator -group service_groups

Assigning and removing user privileges

To assign privileges to an administrator or operator

& Type the following command:

hauser -addpriv user Adminstrator|0perator
[-group service_ groups]

To remove privileges from an administrator or operator

& Type the following command:

hauser -delpriv user Adminstrator|Operator
[-group service_ groups]
To assign privileges to an OS user group

& Type the following command:

hauser -addpriv usergroup AdminstratorGroup|OperatorGroup
[-group service_ groups]

To remove privileges from an OS user group

& Type the following command:

hauser -delpriv usergroup AdminstratorGroup|OperatorGroup
[-group service_ groups]

Modifying a user

Users in the category Cluster Guest cannot modify users. You cannot modify a
VCS user in clusters that run in secure mode.

To modify a user

1  Set the configuration to read/write mode:

haconf -makerw

2 Modify the user:

hauser -update user
3 Enter a new password when prompted.

4 Reset the configuration to read-only:

haconf -dump -makero
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Deleting a user

You can delete a user from the VCS configuration.

To delete a user

1  Set the configuration to read/write mode:

haconf -makerw

2 For users with Administrator and Operator access, remove their privileges:

hauser -delpriv user Adminstrator|0perator [-group
service_groups]

3 Delete the user from the list of registered users:

hauser -delete user

4  Reset the configuration to read-only:

haconf -dump -makero

Displaying a user

Display a list of users and their privileges.

To display a list of users

& Type the following command:

hauser -list

To display the privileges of all users

¢ Type the following command:
hauser -display

To display the privileges of a specific user

& Type the following command:

hauser -display user
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Querying VCS

VCS enables you to query various cluster objects, including resources, service
groups, systems, resource types, agents, and clusters. You may enter query
commands from any system in the cluster. Commands to display information on
the VCS configuration or system states can be executed by all users: you do not
need root privileges.

Querying service groups

To display the state of a service group on a system

¢ Type the following command:

hagrp -state [service_group] [-sys system]

To display the resources for a service group

& Type the following command:

hagrp -resources service group

To display a list of a service group’s dependencies

& Type the following command:

hagrp -dep [service groupl]

To display a service group on a system

& Type the following command:
hagrp -display [service group] [-sys system]
If service_group is not specified, information regarding all service groups is
displayed.

To display attributes of a system

& Type the following command:

hagrp -display [service_group] [-attribute attribute]
[-sys system]

Note that system names are case-sensitive.
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Querying resources

To display a resource’s dependencies

¢ Type the following command:

hares -dep [resource]

To display information about a resource

& Type the following command:
hares -display [resource]
If resource is not specified, information regarding all resources is displayed.

To confirm an attribute’s values are the same on all systems

¢ Type the following command:

hares -global resource attribute value ... | key... |
{key value}...
To display resources of a service group
¢ Type the following command:
hares -display -group service_group
To display resources of a resource type
& Type the following command:
hares -display -type resource_type
To display attributes of a system

& Type the following command:

hares -display -sys system
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Querying resource types

To display all resource types

¢ Type the following command:
hatype -list

To display resources of a particular resource type

& Type the following command:

hatype -resources resource_type

To display information about a resource type

¢ Type the following command:
hatype -display resource type
If resource_type is not specified, information regarding all types is
displayed.

Querying agents

To display the run-time status of an agent’

& Type the following command:
haagent -display [agent]
If agent is not specified, information regarding all agents is displayed.

Run-Time Status Definition

Faults Indicates the number of agent faults and the time the faults
began.

Messages Displays various messages regarding agent status.

Running Indicates the agent is operating.

Started Indicates the file is executed by the VCS engine (HAD).
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Querying systems

To display a list of systems in the cluster
¢ Type the following command:

hasys -list
To display information about each system

& Type the following command:
hasys -display [system]

Querying clusters

To display the value of a specific cluster attribute

¢ Type the following command:

haclus -value attribute

To display information about the cluster

& Type the following command:
haclus -display

Querying status

To display the status of all service groups in the cluster, including resources

& Type the following command:

hastatus

To display the status of a particular service group, including its resources

¢ Type the following command:

hastatus [-sound] [-time] -group service group [-group
service_group]...

If you do not specify a service group, the status of all service groups is
displayed. The -sound option enables a bell to ring each time a resource
faults.

The -time option prints the system time at which the status was received.

To display the status of service groups and resources on specific systems

¢ Type the following command:

hastatus [-sound] [-time] -sys system name [-sys
system name]...
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To display the status of specific resources

& Type the following command:

hastatus [-sound] -resource resource_name [-resource
resource_name]...

To display the status of cluster faults, including faulted service groups,
resources, systems, links, and agents

& Type the following command:

hastatus -summary

Note: Unless executed with the -summary options, the hastatus command
continues to produce output of online state transitions until you interrupt it
with the command CTRL+C.

Querying log data files (LDFs)

Log data files (LDFs) contain data regarding messages written to a
corresponding English language file. Typically, for each English file there is a
corresponding LDF.

To display the hamsg usage list

¢ Type the following command:
hamsg -help

To display the list of LDFs available on the current system

& Type the following command:

hamsg -list

To display general LDF data

& Type the following command:
hamsg -info [-path path name] LDF
The option -path specifies where hamsg looks for the specified LDF. If not
specified, hamsg looks for files in the default directory:
/var/VRTSvcs/1df

To display specific LDF data

& Type the following command:
hamsg [-any] [-sev C|E[/W[N[I] [-otype VCS|RES|GRP|SYS|AGT]
[-oname object_name] [-msgid message ID] [-path
path name] [-lang language] LDF



-any

-sev

-otype

-oname
-msgid

-path

-lang

Administering the cluster from the command line | 259
Querying VCS

Specifies hamsg return messages matching any of the specified query
options.

Specifies hamsg return messages matching the specified message
severity Critical, Error, Warning, Notice, or Information.

Specifies hamsg return messages matching the specified object type
m  VCS = general VCS messages

m  RES = resource

m  GRP = service group
m  SYS =system

B AGT = agent

Specifies hamsg return messages matching the specified object name.
Specifies hamsg return messages matching the specified message ID.

Specifies where hamsg looks for the specified LDF. If not specified,
hamsg looks for files in the default directory /var/VRTSvcs/1df.

Specifies the language in which to display messages. For example, the
value en specifies English and "ja" specifies Japanese.
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Using conditional statements to query VCS objects

Some query commands include an option for conditional statements.

Conditional statements take three forms:
Attribute=Value (the attribute equals the value)
Attribute!=Value (the attribute does not equal the value)
Attribute=~Value (the value is the prefix of the attribute, for example a
query for the state of a resource = ~FAULTED returns all resources whose
state begins with FAULTED.)

Multiple conditional statements can be used and imply AND logic.

You can only query attribute-value pairs displayed in the output of the

command hagrp -display.

See “Querying service groups” on page 254.

To display the list of service groups whose values match a conditional
statement
& Type the following command:
hagrp -list [conditional_ statement]
If no conditional statement is specified, all service groups in the cluster are
listed.

To display a list of resources whose values match a conditional statement

¢ Type the following command:
hares -list [conditional_ statement]
If no conditional statement is specified, all resources in the cluster are
listed.

To display a list of agents whose values match a conditional statement

& Type the following command:
haagent -list [conditional_ statement]
If no conditional statement is specified, all agents in the cluster are listed.
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Administering service groups

This section describes how to add, delete, and modify service groups. It also
describes how to perform service group operations from the command line.

Adding and deleting service groups

To add a service group to your cluster

hagrp -add service group
The variable service_group must be unique among all service groups defined
in the cluster.
This command initializes a service group that is ready to contain various
resources. To employ the group properly, you must populate its SystemList
attribute to define the systems on which the group may be brought online
and taken offline. (A system list is an association of names and integers that
represent priority values.)

To delete a service group

*

Type the following command:

hagrp -delete service_group
Note that you cannot delete a service group until all of its resources are
deleted.

Modifying service group attributes

To modify a service group attribute

*

Type the following command:

hagrp -modify service_group attribute value [-sys system]
The variable value represents:
system_namel priority system_name2 priority2
If the attribute being modified has local scope, you must specify the system
on which to modify the attribute, except when modifying the attribute on
the system from which you run the command.
For example, to populate the system list of service group groupx with
Systems A and B, type:

hagrp -modify groupx SystemList -add SystemA 1 SystemB 2
Similarly, to populate the AutoStartList attribute of a service group, type:

hagrp -modify groupx AutoStartList SystemA SystemB
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You may also define a service group as parallel. To set the Parallel attribute
to 1, type the following command. (Note that the default for this attribute is
0, which designates the service group as a failover group.):

hagrp -modify groupx Parallel 1
This attribute cannot be modified if resources have already been added to
the service group.
You can modify the attributes SystemList, AutoStartList, and Parallel only
by using the command hagrp -modi fy. You cannot modify attributes
created by the system, such as the state of the service group.

About modifying the SystemList attribute

When using the hagrp -modify command ot change a service group’s
existing system list, you can use the options -modify, -add, -update,
-delete, or -delete -keys.

For example, suppose you originally defined the SystemList of service group
groupx as SystemA and SystemB. Then after the cluster was brought up you
added a new system to the list:

hagrp -modify groupx SystemList -add SystemC 3
You must take the service group offline on the system being modified.

When you add a system to a service group’s system list, the system must have
been previously added to the cluster. When using the command line, you can use
the hasys -addcommand.

When you delete a system from a service group’s system list, the service group
must not be online on the system to be deleted.

If you attempt to change a service group’s existing system list using hagrp
-modi fy without other options (such as —add or ~update) the command fails.
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Bringing service groups online
To bring a service group online

¢ Type the following command:

hagrp -online service group -sys system

To start a service group on a system and bring online only the resources
already online on another system

& Type the following command:

hagrp -online service_group -sys system -checkpartial
other_ system

If the service group does not have resources online on the other system, the
service group is brought online on the original system and the
checkpartial option is ignored.

Note that the checkpartial option is used by the Preonline trigger
during failover. When a service group configured with Preonline =1 fails
over to another system (system 2), the only resources brought online on
system 2 are those that were previously online on system 1 prior to failover.

Taking service groups offline

To take a service group offline

& Type the following command:

hagrp -offline service group -sys system

To take a service group offline only if all resources are probed on the system

¢ Type the following command:

hagrp -offline [-ifprobed] service group -sys system

Switching service groups

The process of switching a service group involves taking it offline on its current
system and bringing it online on another system

To switch a service group from one system to another

& Type the following command:
hagrp -switch service_group -to system
A service group can be switched only if it is fully or partially online. The
-switch option is not supported for switching parallel service groups and
for switching hybrid service groups across system zones.
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Freezing and unfreezing service groups

Freeze a service group to prevent it from failing over to another system. This
freezing process stops all online and offline procedures on the service group.

Unfreeze a frozen service group to perform online or offline operations on the
service group.

To freeze a service group (disable online, offline, and failover operations)

& Type the following command:
hagrp -freeze service_group [-persistent]
The option -persistent enables the freeze to be remembered when the
cluster is rebooted.

To unfreeze a service group (reenable online, offline, and failover operations)

¢ Type the following command:

hagrp -unfreeze service group [-persistent]

Enabling and disabling service groups

Enable a service group before bringing it online. A service group that was
manually disabled during a maintenance procedure on a system may need to be
brought online after the procedure is completed.

Disable a service group to prevent it from coming online. This process
temporarily stops VCS from monitoring a service group on a system undergoing
maintenance operations

To enable a service group

& Type the following command:
hagrp -enable service_group [-sys system]
A group can be brought online only if it is enabled.

To disable a service group

& Type the following command:
hagrp -disable service_group [-sys system]
A group cannot be brought online or switched if it is disabled.

To enable all resources in a service group

& Type the following command:

hagrp -enableresources service_group
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To disable all resources in a service group

& Type the following command:
hagrp -disableresources service_group
Agents do not monitor group resources if resources are disabled.

Clearing faulted resources in a service group

Clear a resource to remove a fault and make the resource available to go online.

To clear faulted, non-persistent resources in a service group

¢ Type the following command:
hagrp -clear service group [-sys system]

Clearing a resource initiates the online process previously blocked while

waiting for the resource to become clear.

m If system is specified, all faulted, non-persistent resources are cleared
from that system only.

m  If system is not specified, the service group is cleared on all systems in
the group’s SystemList in which at least one non-persistent resource
has faulted.

To clear resources in ADMIN_WAIT state in a service group

& Type the following command:

hagrp -clearadminwait [-fault] service_group -sys system

See “Changing agent file paths and binaries” on page 402.
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Flushing service groups

As a service group is brought online or taken offline, the resources within the
group are brought online and taken offline. If the online or offline operation
hangs on a particular resource, flush the service group to halt the operation on
the resources waiting to go online or offline. Flushing a service group typically
leaves the cluster in a partial state. After completing this process, resolve the
issue with the particular resource (if necessary) and proceed with starting or
stopping the service group.

To flush a service group on a system
¢ Type the following command:

hagrp -flush group -sys system [-clus cluster | -localclus]
To flush all service groups on a system

1  Save the following script as haflush at the location /opt/VRTSvcs/bin/

#!/bin/ksh
PATH=/0opt/VRTSvcs/bin: $PATH; export PATH
if [ $# -ne 1 1; then
echo "usage: $0 <system name>"
exit 1
fi

hagrp -list |
while read grp sys junk
do
locsys="${sys##*:}"
case "$locsys" in
"S1t)
hagrp -flush "Sgrp" -sys "Slocsys"
esac
done

2 Run the script.

haflush systemname
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Linking and unlinking service groups
Link service groups to create a dependency between them.

See “About service group dependencies” on page 426.

To link service groups

& Type the following command

hagrp -link parent group child group gd category
gd_location gd_type

parent_group Name of the parent group

child_group Name of the child group

gd _category  Category of group dependency (online/offline).
gd location The scope of dependency (local/global/remote).

gd type Type of group dependency (soft/firm/hard). Default is firm.

To unlink service groups

¢ Type the following command:
hagrp -unlink parent_group child group

Administering agents

Under normal conditions, VCS agents are started and stopped automatically.

To start an agent

¢ Run the following command:

haagent -start agent -sys system

To stop an agent

¢ Run the following command:

haagent -stop agent [-force] -sys system
The -force option stops the agent even if the resources for the agent are online.
Use the -force option when you want to upgrade an agent without taking its
resources offline.
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About adding resources

When you add a resource, all non-static attributes of the resource’s type, plus
their default values, are copied to the new resource.

Three attributes are also created by the system and added to the resource:

m  Critical (default = 1). If the resource or any of its children faults while online,
the entire service group is marked faulted and failover occurs.

m  AutoStart (default = 1). If the resource is set to AutoStart, it is brought
online in response to a service group command. All resources designated as
AutoStart=1 must be online for the service group to be considered online.
(This attribute is unrelated to AutoStart attributes for service groups.)

m  Enabled. If the resource is set to Enabled, the agent for the resource’s type
manages the resource. The default is 1 for resources defined in the
configuration file main.cf, O for resources added on the command line.

Note: Adding resources on the command line requires several steps, and the
agent must be prevented from managing the resource until the steps are
completed. For resources defined in the configuration file, the steps are
completed before the agent is started.

Adding resources

Add resource to a service group or remove resources from a service group.

To add a resource

¢ Type the following command:

hares -add resource resource type service group
The resource name must be unique throughout the cluster. The resource type
must be defined in the configuration language. The resource belongs to the
group service_group.
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Deleting resources

Delete resources from a service group.

To delete a resource

¢ Type the following command:
# hares -delete resource
Note that deleting a resource won’t take offline the object being monitored
by the resource. The object remains online, outside the control and
monitoring of VCS.

Adding, deleting, and modifying resource attributes

Resource names must be unique throughout the cluster and you cannot modify
resource attributes defined by the system, such as the resource state.

To modify a new resource

¢ Type the following command:

# hares -modify resource attribute value
# hares -modify <resource> <attr> <value>

[-sys <system>] [-wait [-time <waittime>]]
The variable value depends on the type of attribute being created.

To set a new resource’s enabled attribute to 1

¢ Type the following command:

# hares -modify resourceA Enabled 1
The agent managing the resource is started on a system when its Enabled
attribute is set to 1 on that system. Specifically, the VCS engine begins to
monitor the resource for faults. Agent monitoring is disabled if the Enabled
attribute is reset to 0.

To add a resource attribute

# haattr -add resource_type attribute [value]
[dimension] [default ...]

The variable value is a -string (default), -integer, or -boolean.

The variable dimension is -scalar (default), -keylist, -assoc, or -vector.

The variable default is the default value of the attribute and must be
compatible with the value and dimension. Note that this may include more
than one item, as indicated by ellipses (. . .).
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To delete a resource attribute

# haattr -delete resource type attribute

To add a static resource attribute

# haattr -add -static resource type static_attribute [value]
[dimension] [default ...]

To delete a static resource attribute

# haattr -delete -static resource type static attribute

To add a temporary resource attribute

# haattr -add -temp resource_type attribute [value]
[dimension] [default ...]

To delete a temporary resource attribute

# haattr -delete -temp resource type attribute

To modify the default value of a resource attribute

# haattr -default resource type attribute new value ...
The variable new_value refers to the attribute’s new default value.
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Defining attributes as local

Localizing an attribute means that the attribute has a per-system value for each
system listed in the group’s SystemList. These attributes are localized on a
per-resource basis. For example, to localize the attribute attribute_name for
resource only, type:

#hares -local resource attribute name

Note that global attributes cannot be modified with the hares -1ocal
command. The following table lists the commands to be used to localize
attributes depending on their dimension.

Table 7-2 Making VCS attributes local

Dimension Task and Command

scalar Replace a value:

-modify [object] attribute name value [-sys system]

vector m  Replace list of values:
-modify [object] attribute_name value [-sys system]
m  Add list of values to existing list:
-modify [object] attribute_name -add value [-sys
system]
m  Update list with user-supplied values:
-modify [object] attribute name -update entry value

cee [-sys system]

m  Delete all values in list (you cannot delete an individual element of
a vector):
-modify [object] attribute name -delete -keys [-sys
system]

keylist m  Replace list of keys (duplicate keys not allowed):

-modify [object] attribute_name value ... [-sys
system]

m  Add keys to list (duplicate keys not allowed):
-modify [object] attribute_name -add value ...
[-sys system]

m  Delete user-supplied keys from list:
-modify [object] attribute_name -delete key ...

[-sys system]

m  Delete all keys from list:
-modify [object] attribute name -delete -keys [-sys
system]

271



272 | Administering the cluster from the command line

Administering resources

Table 7-2

Making VCS attributes local

Dimension

Task and Command

association

Replace list of key-value pairs (duplicate keys not allowed):

-modify [object] attribute name value ...

[-sys system]

Add user-supplied list of key-value pairs to existing list (duplicate

keys not allowed):

-modify [object] attribute name -add value ...[-sys

system]

Replace value of each key with user-supplied value:

-modify [object] attribute_name -update key value
[-sys system]

Delete a key-value pair identified by user-supplied key:

-modify [object] attribute_name -delete key ...
[-sys system]

Delete all key-value pairs from association:

-modify [object] attribute_name -delete -keys
[-sys system]

Note: If multiple values are specified and if one is invalid, VCS returns
an error for the invalid value, but continues to process the others. In the
following example, if sysb is part of the attribute SystemList, but sysa is
not, sysb is deleted and an error message is sent to the log regarding

sysa.

hagrp -modify groupl SystemList -delete sysa sysb
[-sys system]
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Linking and unlinking resources

Link resources to specify a dependency between them. A resource can have an
unlimited number of parents and children. When linking resources, the parent
cannot be a resource whose Operations attribute is equal to None or OnOnly.
Specifically, these are resources that cannot be brought online or taken offline
by an agent (None), or can only be brought online by an agent (OnOnly).

Loop cycles are automatically prohibited by the VCS engine. You cannot specify
aresource link between resources of different service groups.

To link resources

*

Type the following command:

# hares -link parent_resource child_resource

The variable parent_resource depends on child_resource being online before
going online itself. Conversely, parent_resource go offline before
child_resource goes offline.

For example, a NIC resource must be available before an IP resource can go
online, so for resources IP1 of type IP and NIC1 of type NIC, specify the
dependency as:

# hares -link IP1 NIC1

To unlink resources

*

Type the following command:

# hares -unlink parent_ resource child resource

Bringing resources online

To bring a resource online

*

Type the following command:

# hares -online resource -sys system

Taking resources offline

To take a resource offline

*

Type the following command:

# hares -offline [-ignoreparent|parentprop] resource -sys system
The option -ignoreparent enables a resource to be taken offline even if
its parent resources in the service group are online. This option does not
work if taking the resources offline violates the group dependency.
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To take a resource and its parent resources offline

*

Type the following command:

# hares -offline -parentprop resource -sys system

The command stops all parent resources in order before taking the specific
resource offline.

To take a resource offline and propagate the command to its children

*

Type the following command:

# hares -offprop [-ignoreparent] resource -sys system

As in the above command, the option -ignoreparent enables a resource
to be taken offline even if its parent resources in the service group are
online. This option does not work if taking the resources offline violates the
group dependency.

Probing a resource

To prompt an agent to monitor a resource on a system

*

Type the following command:

# hares -probe resource -sys system

Though the command may return immediately, the monitoring process
may not be completed by the time the command returns.

Clearing a resource

To clear a resource

*

Type the following command:
Initiate a state change from RESOURCE_FAULTED to RESOURCE_OFFLINE:

# hares -clear resource [-sys system]

Clearing a resource initiates the online process previously blocked while
waiting for the resource to become clear. If system is not specified, the fault
is cleared on each system in the service group’s SystemList attribute.

See “To clear faulted, non-persistent resources in a service group” on

page 265.

This command also clears the resource’s parents. Persistent resources
whose static attribute Operations is defined as None cannot be cleared with
this command and must be physically attended to, such as replacing a raw
disk. The agent then updates the status automatically.
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Administering systems

To modify a system’s attributes

¢ Type the following command:
# hasys -modify modify options
Some attributes are internal to VCS and cannot be modified. For details on
system attributes, see “About the -modify option” on page 232.

To display the value of a system’s node ID as defined in the file
Jetc/lIttab

& Type the following command:
# hasys -nodeid node_ID

To freeze a system (prevent groups from being brought online or switched on
the system)
& Type the following command:

# hasys -freeze [-persistent] [-evacuate] system

-persistent  Enables the freeze to be “remembered” when the cluster is rebooted.
Note that the cluster configuration must be in read/write mode and
must be saved to disk (dumped) to enable the freeze to be remembered.

-evacuate Fails over the system’s active service groups to another system in the
cluster before the freeze is enabled.

To unfreeze a frozen system (reenable online and switch of service groups)

¢ Type the following command:

# hasys -unfreeze [-persistent] system

To run a command on any system in a cluster

& Type the following command:

# hacli -cmd command [-sys | -server system(s)]

Issues a command to be executed on the specified system(s). VCS must be
running on the systems.

The use of the hacli command requires setting HacliUserLevel to at least
COMMANDROOT. By default, the HacliUserLevel setting is NONE.

If the users do not want the root user on system A to enjoy root privileges
on another system B, HacliUserLevel should remain set to NONE (the
default) on system B.

You can specify multiple systems separated by a single space as arguments
to the option -sys. If no system is specified, command runs on all systems in
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cluster with VCS in a RUNNING state. The command argument must be
entered within double quotes if command includes any delimiters
oroptions.

Administering clusters

Retrieving version information

Retrieve information about the version of VCS running on the system.

To retrieve information about the VCS version on the system

*

Run one of the following commands:

# had -version

The command retrieves information about the engine version, the join
version, the build date, and the PSTAMP.

# had -v

The command retrieves information about the engine version.

Adding and removing systems

This section provides an overview of tasks involved in adding and removing
systems from a cluster. For detailed instructions, see the Veritas Cluster Server
Installation Guide.

To add a system to a cluster

1

6

Make sure the system meets the hardware and software requirements for
VCS. See the Veritas Cluster Server Installation Guide for details.

Set up the private communication links from the new system.
Install VCS and require patches on the new system.

Add the VCS license key.
See “Installing a VCS license” on page 236.

Configure LLT and GAB to include the new system in the cluster
membership.

Add the new system using the hasys -add command.

To remove a node from a cluster

1

Make a backup copy of the current configuration file, main.cf.
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2 Switch or remove any VCS service groups from the node. The node cannot be
removed as long as it runs service groups on which other service groups
depend.

3 Stop VCS on the node.

# hastop -sys systemname

4  Delete the system from the SystemList of all service groups.
# hagrp -modify groupname SystemList -delete systemname

5 Delete the node from the cluster.
# hasys -delete systemname

6 Remove the entries for the node from the following files on each remaining
node:

m /etc/gabtab
m /etc/llthosts

7 Unconfigure GAB and LLT on the node leaving the cluster.
8 Remove VCS and other packages from the node.
9 Remove GAB and LLT configuration files from the node.

To modify a cluster attribute
# haclus [-help [-modify]]

Setting cluster attributes from the command line

To update the EngineClass

# haclus -modify EngineClass value

For example, to set the EngineClass attribute to RealTime::
# haclus -modify EngineClass "RT"

To update the EnginePriority

# haclus -modify EnginePriority value
For example, to set the EnginePriority to 20::

# haclus -modify EnginePriority "20"

To update the ProcessClass

# haclus -modify ProcessClass value

For example, to set the ProcessClass to TimeSharing:
# haclus -modify ProcessClass "TS"
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To update the ProcessPriority

# haclus -modify ProcessPriority value

For example, to set the ProcessPriority to 40:
# haclus -modify ProcessPriority "40"

Note: For the attributes EngineClass and EnginePriority, changes are effective
immediately. For ProcessClass and ProcessPriority changes become effective
only for processes fired after the execution of the haclus command.
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Initializing cluster attributes in the configuration file

You may assign values for cluster attributes while configuring the cluster. (See
“Cluster Attributes” on page 645 for a description of each attribute cited below.)

Review the following sample configuration:

cluster vecs-india (

EngineClass = "RT"
EnginePriority = "20"
ProcessClass = "TS"
ProcessPriority = "40"

Enabling and disabling Security Services

This section describes how to enable and disable Security Services. Do not edit
the VCS configuration file main.cf to enable or disable VxSS. You must set up a
root broker before enabling security services on a cluster. See the Veritas
Cluster Server Installation Guide for instructions on setting up a root broker.

To enable Symantec Product Authentication Services on a Veritas Cluster
Server cluster

1 Verify you have a root broker configured. See the Veritas Cluster Server
Installation Guide for instructions.

2 Start the installvcs program with the -security option.

# ./installvcs -security

3 Review the output as the installer displays the directory where the logs are
created.

4  Enter 1 to enable the Authentication Service on the cluster.

1) Enable Veritas Security Services on a VCS Cluster
2) Disable Veritas Security Services on a VCS Cluster
3) Install Veritas Security Services Root Broker

Select the Security option you would like to perform [1-3,g] 1

5 If Veritas Cluster Server is not configured in the system from where you
started the installvcs program, enter the name of a node in the cluster that
you want to enable the Authentication Service.

Enter the name of one system in the VCS Cluster that you would
like to enable Veritas Security Services: north

The installer proceeds to verify communication with the node in the cluster.

6 Review the output as the installer verifies whether Veritas Cluster Server
configuration files exist.
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The installer also verifies that Veritas Cluster Server is running on all
systems in the cluster.

Press Enter to confirm that you want to enable the Authentication Service.
Would you like to enable Veritas Security Services on this
cluster? [y,n,q] (y) ¥

Proceed with the configuration tasks. Enter credentials that you provided
when you set up the root broker. See Veritas Cluster Server Installation and
Configuration Guide for details on the configuration modes

Review the output as the installer modifies the Veritas Cluster Server
configuration files to enable the Authentication Service, and starts Veritas
Cluster Server in a secure mode.

The installer creates the Security service group, creates Authentication
Server credentials on each node in the cluster and Web credentials for
Veritas Cluster Server users, and sets up trust with the root broker.

To disable Symantec Product Authentication Services on a Veritas Cluster
Server cluster

1

Verify you have a root broker configured. See the Veritas Cluster Server
Installation Guide for instructions.

Start the installvcs program with the -security option.

# ./installvcs -security

Review the output as the installer displays the directory where the logs are
created.

Enter 2 to disable the Authentication Service on the cluster.

1) Enable Veritas Security Services on a VCS Cluster
2) Disable Veritas Security Services on a VCS Cluster
3) Install Veritas Security Services Root Broker

Select the Security option you would like to perform [1-3,q] 2

If Veritas Cluster Server is not configured in the system from where you
started the installvcs program, enter the name of a node in the cluster that
you want to disable the Authentication Service.

Enter the name of one system in the VCS Cluster that you would

like to disable Veritas Security Services: north

Review the output as the installer proceeds with a basic verification.

Press Enter at the prompt to confirm that you want to disable the
Authentication Service.

Would you like to disable Veritas Security Services on this
cluster? [y,n,q] (y) ¥
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8 Review the output as the installer modifies the Veritas Cluster Server
configuration files to disable the Authentication Service and starts Veritas
Cluster Server.

Administering resource types

Adding, deleting, and modifying resource types

After creating a resource type, use the command haattr to add its attributes.
By default, resource type information is stored in the types.cf configuration file.

To add a resource type

# hatype -add resource_type

To delete a resource type

# hatype -delete resource_type

You must delete all resources of the type before deleting the resource type.

To add or modify resource types in main.cf without shutting down VCS
# hatype -modify resource type SourceFile "./resource_ type.cf"

The information regarding resource_type is stored in the file
config/resource_type.cf, and an include line for resource_type.cf is added to the
main.cf file. Make sure that the path to the SourceFile exists on all nodes before
you run this command.

To set the value of static resource type attributes

# hatype -modify ...

Overriding resource type static attributes

You can override some resource type static attributes and assign them
resource-specific values. When a static attribute is overriden and the
configuration is saved, the main.cf file includes a line in the resource definition
for the static attribute and its overriden value.

To override a type’s static attribute

# hares -override resource static attribute

To restore default settings to a type’s static attribute

# hares -undo_override resource static attribute
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Initializing resource type scheduling and priority attributes

The following configuration shows how to initialize resource type scheduling
and priority attributes through configuration files. The example shows
attributes of a FileOnOff resource.

type FileOnOff (

static str AgentClass = RT

AgentPriority =
ScriptClass = RT
ScriptPriority = 40
static str ArgList[] = { PathName }
str PathName

str 10

str

static
static

static str

Setting Scheduling and Priority attributes

To update the AgentClass
# hatype -modify resource type AgentClass value
For example, to set the AgentClass attribute of the FileOnOff resource to

RealTime, type:
# hatype -modify FileOnOff AgentClass "RT"

To update the AgentPriority

# hatype -modify resource type AgentPriority value

For example, to set the AgentPriority attribute of the FileOnOff resource to 10,
type:
# hatype -modify FileOnOff AgentPriority "10"

To update the ScriptClass

# hatype -modify resource type ScriptClass value
For example, to set the ScriptClass of the FileOnOff resource to RealTime, type:

# hatype -modify FileOnOff ScriptClass "RT"

To update the ScriptPriority

# hatype -modify resource type ScriptPriority value

For example, to set the ScriptClass of the FileOnOff resource to RealTime, type:
# hatype -modify FileOnOff ScriptPriority "40"
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Note: For attributes AgentClass and AgentPriority, changes are effective
immediately. For ScriptClass and ScriptPriority, changes become effective for
scripts fired after the execution of the hatype command.

Using the -wait option in scripts

The -wait option is for use in scripts using VCS commands to change attribute
values. The option blocks the VCS command until the value of the specified
attribute is changed or until the timeout, if specified, expires. Specify the
timeout in seconds.

The option can be used only with changes to scalar attributes.

The -wait option is supported with the following commands:

haclus
haclus -wait attribute value [-clus cluster] [-time timeout]
Use the -clus option in a global cluster environment.

hagrp

hagrp -wait group attribute value [-clus cluster] [-sys system]
[-time timeout]

Use the -sys option when the scope of the attribute is local.

Use the -clus option in a global cluster environment.

hares
hares -wait resource attribute value [-clus cluster] [-sys
system] [-time timeout]

Use the -sys option when the scope of the attribute is local.
Use the -c1us option in a global cluster environment.

hasys

hasys -wait system attribute value [-clus cluster] [-time
timeout]

Use the —-clus option in a global cluster environment.

See the man pages associated with these commands for more information.
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Running HA fire drills

The service group must be online when you run the HA fire drill.

See “Testing resource failover using HA fire drills” on page 327

To run HA fire drill for a specific resource

& Type the following command.

# hares -action <resname> <vfdaction>.vfd -sys <sysname>
The command runs the infrastructure check verifies whether the system
<sysname> has the required infrastructure to host the resource <resname>,
should a failover require the resource to come online on the system. For the
variable <sysname>, specify the name of a system on which the resource is
offline. The variable <vfdaction> specifies the Action defined for the agent. The
HA fire drill checks for a resource type can are defined in the SupportedActions
attribute and can be identified with the .vfd suffix.

To run HA fire drill for a service group

¢ Type the following command.

# havfd <grpname> -sys <sysname>
The command runs the infrastructure check and verifies whether the system
<sysname> has the required infrastructure to host resources in the service
group <grpname> should a failover require the service group to come online on
the system. For the variable <sysname>, specify the name of a system on which
the resource is offline

To fix detected errors

¢ Type the following command.

# hares -action <resname> <vfdaction>.vfd fix -sys <sysname>
The variable <vfdaction> represents the check that reported errors for the
system specified by the variable <sysname>. The HA fire drill checks for a
resource type can are defined in the SupportedActions attribute and can be
identified with the .vfd suffix.
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Administering simulated clusters from the
command line

VCS Simulator is a tool to assist you in building and simulating cluster
configurations. With VCS Simulator you can predict service group behavior
during cluster or system faults, view state transitions, and designate and
fine-tune various configuration parameters. This tool is especially useful when
evaluating complex, multi-node configurations. It is convenient in that you can
design a specific configuration without test clusters or changes to existing
configurations.

You can also fine-tune values for attributes governing the rules of failover, such
as Load and Capacity in a simulated environment. VCS Simulator enables you to
simulate various configurations and provides the information you need to make
the right choices. It also enables simulating global clusters.

See “Predicting VCS behavior using VCS Simulator” on page 329.

Administering 1/0 fencing

The I/0 fencing feature provides the following utilities that are available
through the VRTSvxfen package:

vxfentsthdw Tests hardware for I/0 fencing
Path: /opt/VRTSvcs/vxfen/bin/vxfentsthdw
See “About the vxfentsthdw utility” on page 286.

vxfenconfig Configures and unconfigures I/0 fencing
Checks the list of coordinator disks used by the vxfen driver.

Path: /sbin/vxfenconfig

vxfenadm Displays information on I/O fencing operations and manages
SCSI-3 disk registrations and reservations for I/0 fencing

Path: /sbin/vxfenadm
See “About the vxfenadm utility” on page 293.

vxfenclearpre Removes SCSI-3 registrations and reservations from disks
Path: /opt/VRTSvcs/vxfen/bin/vxfenclearpre
See “About the vxfenclearpre utility” on page 295.
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vxfenswap Replaces coordinator disks without stopping I/O fencing
Path: /opt/VRTSvcs/vxfen/bin/vxfenswap
See “About the vxfenswap utility” on page 296.
vxfendisk Generates the list of paths of disks in the diskgroup. This utility

requires that Veritas Volume Manager is installed and
configured.

Path: /opt/VRTSvcs/vxfen/bin/vxfendisk

Refer to the corresponding manual page for more information on the
commands.

About the vxfentsthdw utility

You can use the vxfentsthdw utility to verify that shared storage arrays to be
used for data support SCSI-3 persistent reservations and I/O fencing. During the
I/0 fencing configuration, the testing utility is used to test a single disk. The
utility has other options that may be more suitable for testing storage devices in
other configurations. You also need to test coordinator disk groups.

See Veritas Cluster Server Installation Guide to set up I/0 fencing.

The utility, which you can run from one system in the cluster, tests the storage
used for data by setting and verifying SCSI-3 registrations on the disk or disks

you specify, setting and verifying persistent reservations on the disks, writing

data to the disks and reading it, and removing the registrations from the disks.
Refer also to the vxfentsthdw(1M) manual page.

General guidelines for using vxfentsthdw

m  The utility requires two systems connected to the shared storage.

Caution: The tests overwrite and destroy data on the disks, unless you use
the -r option.

m  The two nodes must have ssh (default) or rsh communication. If you use
rsh, launch the vxfentsthdw utility with the -n option.
After completing the testing process, you can remove permissions for
communication and restore public network connections.

m  To ensure both systems are connected to the same disk during the testing,
you can use the vxfenadm -i diskpathcommand to verify a disk’s serial
number.

See “Verifying the nodes see the same disk” on page 294.
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m  For disk arrays with many disks, use the -m option to sample a few disks
before creating a disk group and using the -g option to test them all.

m  When testing many disks with the -f or -g option, you can review results by
redirecting the command output to a file.

m  The utility indicates a disk can be used for I/O fencing with a message
resembling:
The disk /dev/rhdisk75 is ready to be configured for I/0 Fencing
on node galaxy
If the utility does not show a message stating a disk is ready, verification
has failed.

m If the disk you intend to test has existing SCSI-3 registration keys, the test
issues a warning before proceeding.

vxfentsthdw options

Table 7-3 describes three methods the utility provides to test storage devices.

Table 7-3 vxfentsthdw options
vxfentsthdw | Description When to use
option
-n Utility uses rsh for Use when rsh is used for
communication. communication.
-r Non-destructive testing. Testing | Use during non-destructive testing.

of the disks for SCSI-3 persistent
reservations occurs in a
non-destructive way; that is,
there is only testing for reads,
not writes. May be used with -m,
-f, or -g options.

See “Performing non-destructive
testing on the disks using the -r
option” on page 291.

-t Testing of the return value of When you want to perform TUR
SCSI TEST UNIT (TUR) testing.

command under SCSI-3
reservations. A warning is
printed on failure of TUR
testing.
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Table 7-3 vxfentsthdw options

vxfentsthdw | Description When to use

option

-d Use DMP devices. With the -d option, the script picks
May be used with -c or -g t}.le DMP paths for disks in the
options. diskgroup.

By default, the script uses the -w
option to pick up the OS paths for
disks in the disk group.

-w Use raw devices. By default, the script picks up the raw
May be used with -c or -g paths for disks in the diskgroup.
options. If you want the script to use the raw

paths for disks in the diskgroup, use
the -d option.

-Cc Utility tests the coordinator disk | For testing disks in coordinator disk
group prompting for systems group.
and devices, ?nd reporting See “Testing the coordinator disk
success or failure. group using vxfentsthdw -c” on

page 290.

-m Utility runs manually, in For testing a few disks or for
interactive mode, prompting for | sampling disks in larger arrays.
systen'ls and devices, a1.1d See “Testing the shared disks using
reporting success or failure. the -m option” on page 289.

May be used with -r and -t
options.
-m is the default option.

-f filename Utility tests system/device For testing several disks.
combinations listed in a text file. See “Testing the shared disks listed
May be used with -r and -t in a file using the -f option” on
options. page 291.

-g disk_group | Utility tests all disk devices in a | For testing many disks and arrays of

specified disk group.

May be used with -r and -t
options.

disks. Disk groups may be
temporarily created for testing
purposes and destroyed (ungrouped)
after testing.

See “Testing all the disks in a
diskgroup using the -g option” on
page 292.
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Testing the shared disks using the -m option

Review the procedure to test the shared disks. By default, the utility uses the -m
option.

This procedure uses the /dev/rhdisk75 disk in the steps.

If the utility does not show a message stating a disk is ready, verification has
failed. Failure of verification can be the result of an improperly configured disk
array. It can also be caused by a bad disk.

If the failure is due to a bad disk, remove and replace it. The vxfentsthdw utility
indicates a disk can be used for I/O fencing with a message resembling:

The disk /dev/rhdisk75 is ready to be configured for I/0O Fencing on
node galaxy

Note: For A/P arrays, run the vxfentsthdw command only on secondary paths.

To test disks using vxfentsthdw script
1  Make sure system-to-system communication is functioning properly.

2 From one node, start the utility.
# /opt/VRTSvcs/vxfen/bin/vxfentsthdw [-n]

3  After reviewing the overview and warning that the tests overwrite data on
the disks, confirm to continue the process and enter the node names.

kKK Xk WARNING! I 111111 %k kkkkkk
THIS UTILITY WILL DESTROY THE DATA ON THE DISK!!

Do you still want to continue : [y/n] (default: n) y
Enter the first node of the cluster: galaxy
Enter the second node of the cluster: nebula

4  Enter the names of the disks you are checking. For each node, the disk may
be known by the same name:
Enter the disk name to be checked for SCSI-3 PGR on node galaxy
in the format: /dev/rhdiskx
/dev/rhdisk75
Enter the disk name to be checked for SCSI-3 PGR on node nebula
in the format: /dev/rhdiskx
Make sure it’s the same disk as seen by nodes galaxy and nebula
/dev/rhdisk75
If the serial numbers of the disks are not identical, then the test terminates.

5 Review the output as the utility performs the checks and report its activities.

6 If a disk is ready for I/O fencing on each node, the utility reports success:

ALL tests on the disk /dev/rhdisk75 have PASSED
The disk is now ready to be configured for I/0 Fencing on node
galaxy
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7 Run the vxfentsthdw utility for each disk you intend to verify.

Testing the coordinator disk group using vxfentsthdw -c

Use the vxfentsthdw utility to verify disks are configured to support I/O fencing.
In this procedure, the vxfentsthdw utility tests the three disks one disk at a time
from each node.

m  From the node galaxy, the disks are /dev/rhdisk75, /dev/rhdisk76, and
/dev/rhdisk77.

m  From the node nebula, the same disks are /dev/rhdisk80, /dev/rhdisk81, and
/dev/rhdisk82.

Note: To test the coordinator disk group using the vxfentsthdw utility, the
utility requires that the coordinator disk group, vxfencoorddg, be accessible
from two nodes.

To test the coordinator disk group using vxfentsthdw -c

1 Use the vxfentsthdw command with the -c option. For example:
# /opt/VRTSvcs/vxfen/bin/vxfentsthdw -c vxfencoorddg

2 Enter the nodes you are using to test the coordinator disks:

Enter the first node of the cluster:
galaxy
Enter the second node of the cluster:
nebula

3 Review the output of the testing process for both nodes for all disks in the
coordinator disk group. Each disk should display output that resembles:

ALL tests on the disk /dev/rhdisk75 have PASSED.
The disk is now ready to be configured for I/O Fencing on node
galaxy as a COORDINATOR DISK.

ALL tests on the disk /dev/rhdisk80 have PASSED.
The disk is now ready to be configured for I/O Fencing on node
nebula as a COORDINATOR DISK.

4  After you test all disks in the disk group, the vxfencoorddg disk group is
ready for use.

Removing and replacing a failed disk

If a disk in the coordinator disk group fails verification, remove the failed disk or
LUN from the vxfencoorddg disk group, replace it with another, and retest the
disk group.
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To remove and replace a failed disk

1

Use the vxdiskadm utility to remove the failed disk from the disk group.
Refer to the Veritas Volume Manager Administrator’s Guide.

Add a new disk to the node, initialize it, and add it to the coordinator disk
group.

See Veritas Cluster Server Installation Guide for instructions to initialize
disks for I/0 fencing and to set up coordinator disk groups.

If necessary, restart the disk group.

See the Veritas Volume Manager Administrator’s Guide for instructions to
start the disk group.

Retest the disk group.

See “Testing the coordinator disk group using vxfentsthdw -c¢” on page 290.

Performing non-destructive testing on the disks using the -r
option

You can perform non-destructive testing on the disk devices when you want to
preserve the data.

To perform non-destructive testing on disks

*

To test disk devices containing data you want to preserve, you can use the -r
option with the -m, -f, or -g options.

For example, to use the -m option and the -r option, you can run the utility

as follows:

# /opt/VRTSvcs/vxfen/bin/vxfentsthdw -rm

When invoked with the -r option, the utility does not use tests that write to
the disks. Therefore, it does not test the disks for all of the usual conditions
of use.

Testing the shared disks listed in a file using the -f option

Use the -f option to test disks that are listed in a text file. Review the following
example procedure.

To test the shared disks listed in a file

1

Create a text file disks_test to test two disks shared by systems galaxy and
nebula that might resemble:

galaxy /dev/rhdisk75 nebula /dev/rhdisk77

galaxy /dev/rhdisk76 nebula /dev/rhdisk78

Where the first disk is listed in the first line and is seen by galaxy as
/dev/rhdisk75 and by nebula as /dev/rhdisk77. The other disk, in the second
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line, is seen as /dev/rhdisk76 from galaxy and /dev/rhdisk78 from nebula.
Typically, the list of disks could be extensive.

2 To test the disks, enter the following command:
# /opt/VRTSvcs/vxfen/bin/vxfentsthdw -f disks_test
The utility reports the test results one disk at a time, just as for the -m
option.

3 Toredirect the test results to a text file, enter the following command:

# /opt/VRTSvcs/vxfen/bin/vxfentsthdw -f disks_test >
test_disks.txt

Caution: Be advised that by redirecting the command’s output to a file, a
warning that the testing destroys data on the disks cannot be seen until the
testing is done.

Precede the command with “yes” to acknowledge that the testing destroys
any data on the disks to be tested.
For example:

# yes | /opt/VRTSvcs/vxfen/bin/vxfentsthdw -f disks_blue >
blue_test.txt

Testing all the disks in a diskgroup using the -g option

Use the -g option to test all disks within a disk group. For example, you create a
temporary disk group consisting of all disks in a disk array and test the group.

Note: Do not import the test disk group as shared; that is, do not use the -s
option.

After testing, destroy the disk group and put the disks into disk groups as you
need.

To test all the disks in a diskgroup
1 Create a diskgroup for the disks that you want to test.

2  Enter the following command to test the diskgroup test_disks_dg:
# /opt/VRTSvcs/vxfen/bin/vxfentsthdw -g test_disks_dg
The utility reports the test results one disk at a time.

3 Toredirect the test results to a text file for review, enter the following
command:

# /opt/VRTSvcs/vxfen/bin/vxfentsthdw -g \
test_disks_dg > dgtestdisks.txt
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Testing a disk with existing keys
If the utility detects that a coordinator disk has existing keys, you see a message
that resembles:

There are Veritas I/0 fencing keys on the disk. Please make sure
that I/0 fencing is shut down on all nodes of the cluster before
continuing.

* Kk kkkkkk WARNING!!! 11111 *kkkkkk*k

THIS SCRIPT CAN ONLY BE USED IF THERE ARE NO OTHER ACTIVE NODES
IN THE CLUSTER! VERIFY ALL OTHER NODES ARE POWERED OFF OR
INCAPABLE OF ACCESSING SHARED STORAGE.

If this is not the case, data corruption will result.

Do you still want to continue : [y/n] (default: n) y

The utility prompts you with a warning before proceeding. You may continue as
long as I/O fencing is not yet configured.

About the vxfenadm utility

Administrators can use the vxfenadm command to troubleshoot and test fencing
configurations.

The command’s options for use by administrators are as follows:

read and display keys

read SCSI inquiry information from device
register with disks

make a reservation with disks

remove registrations made by other systems
read reservations

remove registrations

Refer to the vxfenadm(1m) manual page for a complete list of the command
options.
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About the registration key format

The key defined by VXVM associated with a disk group consists of seven bytes
maximum. This key becomes unique among the systems when the VxVM
prefixes it with the ID of the system. The key used for I/O fencing, therefore,
consists of eight bytes.

0 7

Node |VxVM |VxVM | VxVM | VxVM | VxVM | VxVM | VxVM
ID Defined | Defined | Defined | Defined | Defined | Defined | Defined

The keys currently assigned to disks can be displayed by using the vxfenadm
command.

For example, from the system with node ID 1, display the key for the disk
/dev/rhdisk74 by entering:
# vxfenadm -g /dev/rhdisk74
Reading SCSI Registration Keys...
Device Name: /dev/rhdisk74
Total Number of Keys: 1
key[0]:
Key Value [Numeric Format]: 65,45,45,45,45,45,45,45
Key Value [Character Format]: A-------
The -g option of vxfenaam displays all eight bytes of a key value in two formats.
In the numeric format, the first byte, representing the Node ID, contains the
system ID 65. The remaining bytes contain the ASCII values of the letters of the
key, in this case, “------- .” In the next line, the node ID 0 is expressed as “A;” node
ID 1 would be “B.”

Verifying the nodes see the same disk

To confirm whether a disk (or LUN) supports SCSI-3 persistent reservations, two
nodes must simultaneously have access to the same disks. Because a shared disk
is likely to have a different name on each node, check the serial number to verify
the identity of the disk. Use the vxfenadm command with the -1 option to verify
that the same serial number for the LUN is returned on all paths to the LUN.

For example, an EMC disk is accessible by the /dev/rhdisk75 path on node A and
the /dev/rhdisk76 path on node B.

To verify that the nodes see the same disks

1  Verify the connection of the shared storage for data to two of the nodes on
which you installed Veritas Cluster Server.

2 From node A, enter the following command:
# vxfenadm -i /dev/rhdisk75
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Vendor id : EMC
Product id : SYMMETRIX
Revision : 5567
Serial Number : 42031000a

The same serial number information should appear when you enter the
equivalent command on node B using the/dev/rhdisk76 path.

On a disk from another manufacturer, Hitachi Data Systems, the output is
different and may resemble:

# vxfenadm -i /dev/rhdisk77

Vendor id : HITACHI
Product id : OPEN-3
Revision . 0117

Serial Number : 0401EB6F0002

Refer to the vxfenadm (1) manual page.

About the vxfenclearpre utility

You can use the vxfenclearpre utility to remove SCSI-3 registrations and
reservations on the disks.

Removing preexisting keys

If you encountered a split brain condition, use the vxfenclearpre utility to
remove SCSI-3 registrations and reservations on the coordinator disks as well as
on the data disks in all shared disk groups.

You can also use this procedure to remove the registration and reservation keys
created by another node from a disk.

To clear keys after split brain

1 Stop VCS and I/O fencing on all nodes.
# hastop -all
Enter the following command on each node:
# /etc/init.d/vxfen.rc stop
If you have any applications that run outside of VCS control that have
access to the shared storage, then shut down all other nodes in the cluster
that have access to the shared storage. This prevents data corruption.

2 Start the script:
# cd /opt/VRTSvcs/vxfen/bin
# ./vxfenclearpre

3 Read the script’s introduction and warning. Then, you can choose to let the
script run.

Do you still want to continue: [y/n] (default : n) y
Cleaning up the coordinator disks...
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Cleaning up the data disks for all shared disk groups...

Successfully removed SCSI-3 persistent registration and
reservations from the coordinator disks as well as the shared
data disks.

Reboot the server to proceed with normal cluster startup...
#

Restart all nodes in the cluster.

About the vxfenswap utility

The vxfenswap utility allows you to replace coordinator disks in a cluster that is
online. The utility verifies that the serial number of the new disks are identical
on all the nodes and the new disks can support I/O fencing.

Refer to the vxfenswap(1M) manual page.

See Veritas Cluster Server Installation Guide for details on the coordinator disk
requirements.

You can replace the coordinator disks without stopping I/O fencing in the
following cases:

The disk becomes defective or inoperable and you want to switch to a new
diskgroup.

See “Replacing I/0 fencing coordinator disks when the cluster is online” on
page 297.

See “Replacing the coordinator diskgroup in a cluster that is online” on
page 299.

If you want to replace the coordinator disks when the cluster is offline, you
cannot use the vxfenswap utility. You must manually perform the steps
that the utility does to replace the coordinator disks.

See “Replacing defective disks when the cluster is offline” on page 620.

You want to switch the disk interface between raw devices and DMP devices.
See “Changing the disk interaction policy in a cluster that is online” on
page 300.

New disks are available to act as coordinator disks.
See “Adding disks from a recovered site to the coordinator diskgroup” on
page 300.

The keys that are registered on the coordinator disks are lost.

In such case, the cluster might panic when a split-brain occurs. You can
replace the coordinator disks with the same disks using the vxfenswap
command. During the disk replacement, the missing keys register again
without any risk of data corruption.
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See “Refreshing lost keys on coordinator disks” on page 302.
If the vxfenswap operation is unsuccessful, then you can use the vxfenswap -a
cancel command to manually roll back the changes that the vxfenswap utility
does. You must run this command if a node fails during the process of disk
replacement, or if you aborted the disk replacement.

Replacing I/0 fencing coordinator disks when the cluster is
online

Review the procedures to add, remove, or replace one or more coordinator disks
in a cluster that is operational.

Warning: The cluster might panic if any node leaves the cluster membership
before the vxfenswap script replaces the set of coordinator disks.

To replace a disk in an active coordinator diskgroup
1  Make sure system-to-system communication is functioning properly.

2  Make sure that the cluster is online.

# vxfenadm -4
I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: SCSI3
Fencing SCSI3 Disk Policy: dmp
Cluster Members:
* 0 (galaxy)
1 (nebula)
RFSM State Information:
node 0 in state 8 (running)
node 1 in state 8 (running)

3 Import the coordinator disk group.
The file /etc/vxfendg includes the name of the disk group (typically,
vxfencoorddg) that contains the coordinator disks, so use the command:
# vxdg -tfC import ‘cat /etc/vxfendg:®
where:
-t specifies that the disk group is imported only until the node restarts.
-f specifies that the import is to be done forcibly, which is necessary if one
or more disks is not accessible.
-C specifies that any import locks are removed.

4  To remove disks from the disk group, use the VxVM disk administrator
utility vxdiskadm.
You may also destroy the existing coordinator disk group. For example:
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m Verify whether the coordinator attribute is set to on.
# vxdg list vxfencoorddg | grep flags: | grep coordinator
m  If the coordinator attribute value is set to on, you must turn off this
attribute for the coordinator disk group.
# vxdg -g vxfencoordg set coordinator=off
m  Destroy the disk group.
# vxdg destroy vxfencoorddg
Add the new disk to the node, initialize it as a VxVM disk, and add it to the
vxfencoorddg disk group.
See the Veritas Cluster Server Installation Guide for detailed instructions.
Note that though the diskgroup content changes, the I/O fencing remains in
the same state.

Make sure that the /etc/vxfenmode file is updated to specify the correct disk
policy.
See the Veritas Cluster Server Installation Guide for detailed instructions.

From one node, start the vxfenswap utility. You must specify the diskgroup
to the utility:
Do one of the following:
m If youuse ssh for communication:
# /opt/VRTSvcs/vxfen/bin/vxfenswap -g diskgroup
m  If you use rsh for communication:
# /opt/VRTSvcs/vxfen/bin/vxfenswap -g diskgroup -n
The utility performs the following tasks:
m  Backs up the existing /etc/vxfentab file.

m Creates a test file /etc/vxfentab.test for the diskgroup that is modified
on each node of the cluster.

m  Reads the diskgroup you specified in the vxfenwap command and adds
the diskgroup to the /etc/vxfentab.test file on each node.

m  Verifies that the serial number of the new disks are identical on all the
nodes. The script terminates if the check fails.

m  Verifies that the new disks can support I/O fencing on each node.

If the disk verification passes, the script reports success and asks if you
want to commit the new set of coordinator disks.

Do you wish to commit this change? [y/n] (default: n) ¥y
Review the message that the utility displays and confirm that you want to
replace the diskgroup. Else skip to step 10.

If the utility successfully commits, the script moves the /etc/vxfentab.test
file to the /etc/vxfentab file.
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If you specified a diskgroup different to that in the /etc/vxfendg file, the
utility also updates the /etc/vxfendg file.

10 If you do not want to replace the diskgroup, answer n.

The vxfenswap utility rolls back any changes to the coordinator diskgroup.

Replacing the coordinator diskgroup in a cluster that is
online

You can also replace the coordinator diskgroup using the vxfenswap utility.

To replace the coordinator diskgroup

1
2

Make sure system-to-system communication is functioning properly.

Make sure that the cluster is online.

# vxfenadm -d
I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: SCSI3
Fencing SCSI3 Disk Policy: dmp
Cluster Members:
* 0 (galaxy)
1 (nebula)
RFSM State Information:
node 0 in state 8 (running)
node 1 in state 8 (running)

Find the name of the current coordinator diskgroup (typically vxfencoorddg)
that is in the /etc/vxfendg file.
# cat /etc/vxfendg

vxfencoorddg

Find the alternative disk groups available to replace the current coordinator

diskgroup.

# vxdisk -o alldgs list

DEVICE TYPE DISK GROUP STATUS
rhdisk64 auto:cdsdisk - vxfendg) online
rhdisk65 auto:cdsdisk - vxfendg) online

rhdisk75 auto:cdsdisk -
rhdisk76 auto:cdsdisk -
rhdisk77 auto:cdsdisk -

vxfencoorddg) online
vxfencoorddg) online

(
(
rhdisk66 auto:cdsdisk - (vxfendg) online
(
(
(vxfencoorddg) online

From any node, start the vxfenswap utility. For example, if vxfendg is the
new diskgroup that you want to use as the coordinator diskgroup:
/opt/VRTSvcs/vxfen/bin/vxfenswap -g vxfendg [-n]

Verify that the coordinator disk group has changed.

# cat /etc/vxfendg

299



300

Administering the cluster from the command line

Administering 1/0 fencing

vxfendg

Changing the disk interaction policy in a cluster that is online

In a cluster that is online, you can change the disk interaction policy from raw to
dmp using the vxfenswap utility.

To change the disk interaction policy

1
2

Make sure system-to-system communication is functioning properly.

Make sure that the cluster is online, and check the disk policy that is used.

# vxfenadm -d
I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: SCSI3
Fencing SCSI3 Disk Policy: dmp
Cluster Members:
* 0 (galaxy)
1 (nebula)
RFSM State Information:
node 0 in state 8 (running)
node 1 in state 8 (running)

On each node in the cluster, edit the /etc/vxfenmode file to change the disk
policy.

cat /etc/vxfenmode

vxfen_mode=scsi3

scsi3_disk_policy=raw

From any node, start the vxfenswap utility:

/opt/VRTSvcs/vxfen/bin/vxfenswap -g vxfencoordg [-n]

Verify the change in the disk policy.

vxfenadm -4
I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: SCSI3
Fencing SCSI3 Disk Policy: raw

Adding disks from a recovered site to the coordinator
diskgroup

In a campus cluster environment, consider a case where the primary site goes
down and the secondary site comes online with a limited set of disks. When the
primary site restores, the primary site's disks are also available to act as
coordinator disks. You can use the vxfenswap utility to add these disks to the
coordinator diskgroup.
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See “About I/0 fencing in campus clusters” on page 578.

To add new disks from a recovered site to the coordinator diskgroup
1  Make sure system-to-system communication is functioning properly.

2 Make sure that the cluster is online.

# vxfenadm -d
I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: SCSI3
Fencing SCSI3 Disk Policy: dmp
Cluster Members:
* 0 (galaxy)
1 (nebula)
RFSM State Information:
node 0 in state 8 (running)
node 1 in state 8 (running)

3 Verify the name of the coordinator diskgroup.
cat /etc/vxfendg
vxfencoorddg

4  Run the following command:
vxdisk -o alldgs list

DEVICE TYPE DISK GROUP STATUS
rhdisk75 auto:cdsdisk - (vxfencoorddg) online
rhdisk75 auto - - offline
rhdisk75 auto - - offline

5  Verify the number of disks used in the coordinator diskgroup.

vxfenconfig -1
I/0 Fencing Configuration Information:

Count 1

Disk List

Disk Name Major Minor Serial Number Policy
/dev/vx/rdmp/rhdisk75 32 48 R450 00013154 0312 dmp

6 When the primary site comes online, start the vxfenswap utility on any
node in the cluster:

/opt/VRTSvcs/vxfen/bin/vxfenswap -g vxfencoorddg [-n]

7  Verify the count of the coordinator disks.

vxfenconfig -1
I/0 Fencing Configuration Information:

Single Disk Flag : 0

Count : 3

Disk List

Disk Name Major Minor Serial Number Policy

/dev/vx/rdmp/rhdisk75 32 48 R450 00013154 0312 dmp
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/dev/vx/rdmp/rhdisk76 32 32 R450 00013154 0313 dmp
/dev/vx/rdmp/rhdisk77 32 16 R450 00013154 0314 dmp

Refreshing lost keys on coordinator disks

If the coordinator disks lose the keys that are registered, the cluster might panic
when a split-brain occurs.

You can use the vxfenswap utility to replace the coordinator disks with the same
disks. The vxfenswap utility registers the missing keys during the disk
replacement.

To refresh lost keys on coordinator disks

1
2

Make sure system-to-system communication is functioning properly.

Make sure that the cluster is online.

# vxfenadm -d
I/0 Fencing Cluster Information:

Fencing Protocol Version: 201
Fencing Mode: SCSI3
Fencing SCSI3 Disk Policy: dmp
Cluster Members:
* 0 (galaxy)
1 (nebula)
RFSM State Information:
node 0 in state 8 (running)
node 1 in state 8 (running)

Run the following command to view the coordinator disks that do not have
keys:

vxfenadm -g all -f /etc/vxfentab

Device Name: /dev/vx/rdmp/rhdisk75

Total Number of Keys: 0
No keys...

On any node, run the following command to start the vxfenswap utility:

/opt/VRTSvcs/vxfen/bin/vxfenswap -g vxfencoorddg [-n]

Verify that the keys are atomically placed on the coordinator disks.

vxfenadm -g all -f /etc/vxfentab
Device Name: /dev/vx/rdmp/rhdisk75
Total Number of Keys: 4
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About configuring resources and applications

Configuring resources and applications in VCS involves the following tasks:

Create a service group comprising all resources required for the application.
VCS provides configuration wizards to configure commonly-used resources.
You can also use Cluster Manager (Java Console), the web-based Cluster
Management Console, or the command line to configure resources.

Add required resources to the service group and configure them.

For example, to configure a database in VCS, you must configure resources
for the database and for the underlying shared storage and network
resources.

Use appropriate agents to configure resources.

See “About VCS bundled agents” on page 305.

Configuring a resource involves defining values for its attributes. See the
Veritas Cluster Server Bundled Agents Reference Guide for a description of
the agents provided by VCS.

The resources must be logically grouped in a service group. When a
resource faults, the entire service group fails over to another node.

Assign dependencies between resources. For example, an IP resource
depends on a NIC resource.

Bring the service group online to make the resources available.

VCS provides configuration wizards to configure commonly-used resources.

Application Configuration wizard

Creates and modifies Application service groups, which provide high
availability for applications in a VCS cluster. The wizard creates service
groups for applications running in global and non-global zones.

NFS Configuration wizard
Creates and modifies NFS service groups, which provide high availability
for fileshares in a VCS cluster.

RemoteGroup Configuration wizard

Configures a RemoteGroup resource to monitor and manage the state of a
service group on another cluster.

See “Remote Group Resource Configuration Wizard” on page 161.

Notifer Resource Configuration wizard
Configures the VCS notifier.
See “Notifier Resource Configuration wizard” on page 161.
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About VCS bundled agents

Bundled agents are categorized according to the type of resources they make
available.

Storage agents

Storage agents make your shared disks, diskgroups, volumes, and mounts highly

available.

Agent Description

m  DiskGroup Brings online, takes offline, and monitors a Veritas Volume
Manager (VxVM) disk group.

m  DiskGroupSnap Brings online, takes offline, and monitors disk groups used

for fire drill testing.

m  DiskReservation Reserves disks to guarantee safe and exclusive access to

(Linux only) shared disks.
m  Volume agent Brings online, takes offline, and monitors a Veritas Volume
Manager (VxVM) volume.

m  LVMLogicalVolume Brings online, takes offline, and monitors Logical Volume
(HP-UX and Linux) Manager (LVM) logical volumes.

m LVMVG Activates, deactivates, and monitors a Logical Volume
(AIX) Manager (LVM) volume group.

m  LVMVolumeGroup Activates, deactivates, and monitors a Logical Volume
(HP-UX and Linux) Manager (LVM) volume group.

m  Mount Brings online, takes offline, and monitors a file system or
NFS client mount point.
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Network agents

Network agents make your IP addresses and computer names highly available.

Agent Description

m NIC Monitors a NIC (Network Interface Card)

m [P Monitors an IP address.

m  MultiNICA Monitors multiple network interfaces.

m  [PMultiNIC Manages the virtual IP address configured as an alias on an

interface of a MultiNICA resource.

m  MultiNICB Monitors multiple network interfaces.

(AIX, HP-UX,
Solaris)

m  IPMultiNICB Configures and manages virtual IP addresses (IP aliases) on
(AIX, HP-UX. an active network device specified by the MultiNICB
Solaris) resource.

m  DNS Updates and monitors the canonical name (CNAME)

mapping in the domain name server when failing over
applications across subnets (performing a wide-area
failover.)

File share agents

File Service agents make shared directories and subdirectories highly available.

Agent Description

m NFS Monitors a shared directory. Use in conjunction with the
NFSRestart agent.

m  NFSRestart Recovers NFS record locks after sudden reboots or crashes

on clients and servers. This avoids file corruption and
provides the high availability of NFS record locks. Use with
the NFS agent. Configure as the top-most resource in the
service group dependency.

m Share Shares, unshares, and monitors a directory.
m  Samba Suite of three agents that work together to provide high
(Linux) availability to Samba shares. Include SambaServer,

SambaShare, and NetBIOS agents.

m  NetBIOS Starts, stops, and monitors the nmbd daemon.
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Services and Applications agents

Services and application agents make web sites, applications, and processes

highly available.
Agent

m  Apache

m  Application

m  Process

m  ProcessOnOnly

Description
Makes an Apache Web server highly available.

Brings applications online, takes them offline, and
monitors their status.

Starts, stops, and monitors a user-specified process.

Starts and monitors a user-specified process.

VCS infrastructure and support agents
The VCS infrastructure and support agents provide high availability for VCS-

related operations.

Agent
m  NotifierMngr
[ ]

Description

Monitors the VCS notifier process.

VRTSWebApp agent Brings Web applications configured using Veritas Web

Proxy Agent

Phantom Agent

Server (VRTSWeb) online, takes them offline, and monitors
their status.

Monitors the state of a resource on a local or remote
system.

Determines the state of service groups having resources of
type None only.

RemoteGroup agent Monitors the status of a remote service group.
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Testing agents

Use the following agents to test VCS functionality:

Agent

m  ElifNone Agent

m  FileNone Agent

m  FileOnOff Agent
m  FileOnOnly Agent

Description

Monitors a file. Checks for the file’s absence
Monitors a file.

Creates a file, monitors it, and deletes it.

Creates and monitors a file.
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This information in the table enables you to decide which agent to use
depending on the resource you want to make highly available.

Table 8-1

VCS bundled agents

Which agents should | use?

Resource to monitor or make highly
available

Agents to use

Shared storage

m  Disk groups and volumes m  DiskGroup, Volume
m  Disk groups, mount points, and volumes m  DiskGroup, Mount, Volume
m  SCSIdisks and volumes on Linux m  DiskReservation, Volume
Or
m  DiskReservation, Mount, Volume
m  Volume groups managed using LVM on AIX |m LVMVG
m  Volume groups and logical volumes m  LVMVolumeGroup and
managed using LVM on Linux LVMLogicalVolume
m  Volume groups and logical volumes m  LVMVolumeGroup and
managed using LVM on HP-UX LVMLogicalVolume
Or
m LVMCombo
m  Disk groups and volumes in a SAN, m  DiskGroup and SANVolume
managed using Storage Foundation Volume
Server
(Solaris and Linux)
Network
m  IP address on a single adapter m IPand NIC
m [P addresses on multiple-adapter systems |m  IPMultiNIC and MultiNICA
(AIX, HP-UX, Linux, Solaris)
m [P addresses on multiple-adapter systems |m  IPMultiNICB and MultiNICB
(AIX, HP-UX, Solaris)
m  Canonical name (CNAME) mapping on a m  DNS
DNS server
File shares
m  NFS shares m  Share, NFS, NFSRestart
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Table 8-1 VCS bundled agents

Resource to monitor or make highly Agents to use

available

m  Samba shares m  Samba suite: SambaServer,

(Linux) SambaShare, NetBIOS
m  Apache Web server m  Apache
m  Application m  Application
B Process m  Process
Or
ProcessOnOnly
m  Solaris 10 zone m  Zone

VCS infrastructure and support

VCS notifier

m  NotifierMgr

Application run using Veritas Web Server

m  VRTSWebApp

VCS resource in another service group

m  Proxy

Service group in another cluster

m  RemoteGroup
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Configuring application service groups on AlX

Prerequisites

Before running the wizard, review the resource types and the attribute
descriptions of the Application, Mount, NIC, and IP agents in the Veritas Cluster
Server Bundled Agents Reference Guide.

m  Make sure that the applications are not configured in any other service
group.

m  Verify the directories on which the applications depend reside on shared
disks and are mounted.

m  Verify the mount points on which the applications depend are not
configured in any other service group.

m  Verify the virtual IP addresses on which applications depend are up. Verify
the IP addresses are not configured in any other service group.

m  Make sure the executable files required to start, stop, monitor, and clean
(optional) the application reside on all nodes participating in the service
group:

m  StartProgram: The executable, created locally on each node, that starts
the application.

m  StopProgram: The executable, created locally on each node, that stops
the application.

m CleanProgram: The executable, created locally on each node, that
forcibly stops the application.

m  You can monitor the application in the following ways:
m  Specify the program that will monitor the application.
m  Specify a list of processes to be monitored and cleaned.

m  Specify alist of files that contain the process ID (PID) of the
processes to be monitored and cleaned. These files are application-
generated files. Each PID file contains one PID which will be
monitored.

m  All or some of the above.
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Running the wizard

1

Start the Application wizard from a node in the cluster:

# hawizard application
Read the information on the Welcome screen and click Next.

In the Wizard Options dialog box, select to create a new service group or
modify an existing group.

If you chose to modify an existing service group, select the service group.
In the Modify Application Service Group mode, you can add, modify, or
delete applications in the service group. You can also modify the
configuration of the Mount, IP and NIC resources if the service group is
offline.

Click Next.

Specify the service group name and the system list.

B [=15]
Service Group Configuration < ,: P
o
Specify the senice group name and the failaver priority for each system p g
Service Group Name: [snnlication Graup
Group System List
Available Cluster Systems Systems in Priority Order
il slpami?
38 slpamia
Maore Information ‘ <Back | Mext > | | Cancel |

m  Enter a name for the service group.

m In the Available Cluster Systems box, select the systems on which to
configure the service group and click the right-arrow icon to move the
systems to the service group’s system list.

To remove a system from the service group’s system list, select the
system in the Systems in Priority Order box and click the button with
the left-arrow icon.

m To change a system’s priority in the service group’s system list, select
the system in the Systems in Priority Order box and click the buttons
with the up and down arrow icons. The system at the top of the list has
the highest priority while the system at the bottom of the list has the
lowest priority.

m Click Next.
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Select to create or modify applications.

= ]
Applll:minn Ominns < (j >

Create a new application or madifidelete an existing one.

(® Create Application
ion Name: [app1

Mnrelnformmmn ‘ <Back | Hext > || Cancel |

m To create an application, choose the Create Application option, and
enter the name of the application.
To modify an application, choose the Modify Application option and
select the application.
To delete an application, click Delete Application.

m  Click Next.

Note: Choose the Configure Application Dependency option only after you
have finished adding, modifying, or deleting applications.
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6 Specify information about the executables used to start, stop, and clean the

application.
= ==
Apnlication Details (: 2
Enter the application details "\,IJ';J

Start Program: |twr1prphcanonTesUapn,test,stan ‘

Start Program Parameters: | |

Stop Program: [feirt moplicationTesvapn_test_ston |

Stop Program Parameters : | ‘

Clean Program : [asmicationTesvapn_test slean |

Clean Program Parameters : | ‘

User : [root |v|| Discover Users ‘

Maore Information ‘ <Back | Hext > || Cancel |

m  Specify the locations of the Start, Stop, and Clean (optional) programs
along with their parameters. You must specify values for the Start and
Stop programs.

m  Select the user in whose context the programs will run. Click Discover
Users if some users were added after starting the wizard.

m  Click Next.

7  Specify information about how the application will be monitored.

=] I~ 171
Monitor Options —
S~
Specify atleastthe Monitor Prograrm, the Pid Files, of the Monitar (= fA
Pracesses to monitor the application. he ad

Wonitor Program ; lirtpliationTestiann_test manitor |

Monitor Program Parameters : ‘ |

PidFiles Monitor Processes
@ child_proc 10 abe
More Information ‘ < Back | Next > ‘ ‘ Cancel ‘

Specify at least one of the MonitorProgram, Pid Files, or MonitorProcesses

attributes. You can specify some or all of these.

m  Specify the complete path of the monitor program with parameters, if
any. You can browse to locate files.
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Click the corresponding (+) or (-) buttons to add or remove Pid files or
monitor processes.

Click the corresponding button to modify a selected file or process.
Click Next.

Configure the Mount resources for the applications.

Mount Configuration 2

Selectthe mounts required by the application. Specify the options for the Fsck operations. For wds file
systems, select SnapUmount, if desired

Bk |

Gonfigure the Mount resources required by the application.

Select Mount Point Block Device File Systerm Mount Options Fsck Options | SnapUmount]
fdirt |idevhaiskidgn.. s | is.. [+ ~ [m]

Create mount points on all systems if they do not exist.
More Information | <Back | Next > ‘ ‘ Cancel ‘

Select the check boxes next to the mount points to be configured in the
Application service group.

The wizard displays the shared paths whose mount points do not
appear in the file /etc/filesystems. Click Discover Mounts to
discover mounts created after the wizard was started.

Specify the Mount and Fsck options, if applicable. The agent uses these
options when bringing the resource online.

If using the vxfs file system, you can select the SnapUmount check box
to take the MountPoint snapshot offline when the resource is taken
offline.

Select the Create mount points on all systems if they do not exist
check box, if desired.

Click Next.
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9

10

Configure the IP and NIC resources for the application.

= ==
Network Configuration Ly ; 3
F'®)";
Configure IF and NIG resources if required by the application. )8
9 l  the appl 3
Does application require virtual [P 7
Virtual IP Address : 1021647511 [~] Discover P |
Subnet Mask : 265.255.248.0
System hame Ethemet Name
slpam07 lann [+
slpam0s lani] |+
Discover NIC
More Information ‘ <Back | Next> ‘ ‘ cancel ‘

Select the Does application require virtual IP? check box, if required.

From the Virtual IP Address list, select the virtual IP for the service
group. Click Discover IP to discover IP addresses configured after
wizard was started.

Note that the wizard discovers all IP addresses that existed when you
started the wizard. For example, if you delete an IP address after
starting the wizard and click Discover IP, the wizard displays the
deleted IP addresses in the Virtual IP Address list.

For each system, specify the associated ethernet. Click Discover NIC, if
required.

Click Next.

In the Completing the Application Configuration dialog box, select the
Configure more applications check box to add more applications to the
service group.

Click Next.

Note: If you choose to configure more applications, the wizard displays the
Application Options dialog box. See step 5 on page 302 for instructions on
how to configure applications.
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11 Configure application dependencies if you chose to do so.

=] ]
Application Depentency e
@
Configure application dependency. A
Available Applications Child Applications
& annz
More Information | <Back | Nest> || cancel |

m From the Select Application list, select the application to be the parent.

m  From the Available Applications box, click the application to be the
child.

Note: Make sure that there is no circular dependency between the
applications.

m  Click the button with the right-arrow icon to move the selected
application to the Child Applications box. To remove an application
dependency, select the application in the Child Applications box and
click the button with the left-arrow icon.

m  Click Next.
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12 Review your configuration and change resource names, if desired.

13

= B |
Service Group Summary AT
SN
Review the configuration and make any necessary changes to the @
1es0UrcE Names e
W ApplicationGroup L Attributes
@ appl “{pplication Group
@ app2  |SystemList = { sipamD7, sipamD8 }
@ IP_10_216_175_11 ist = { spamy7, sipamog ¥
@ NIC_lan0 k
@ Mount_dir
G dl1
@ dol_app_vol
More Information | <Back | Finish ‘ ‘ Cancel ‘

The left pane lists the configured resources. Click on a resource to view its
attributes and their configured values in the Attributes box.

To edit a resource name, select the resource name and click on it. Press
Enter after editing each name. Note that when modifying service groups,
you can change names of newly created resources only, which appear in
black.

Click Finish. The wizard starts running commands to create (or modify) the
service group.

In the Completing the Application Configuration Wizard dialog box, select
the Bring the service group online check box to bring the group online on
the local system.

Click Close.
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Configuring NFS service groups on AlX

This NFS Configuration wizard enables you to create an NFS service group,
which provides high availability for fileshares. Before running the wizard,
review the resource type and the attribute descriptions of the NFS, Share,
Mount, NIC, and IP agents in the Veritas Cluster Server Bundled Agents
Reference Guide.

The wizard supports the following configurations:
m  Multiple Share Paths
m Single Virtual IP

Prerequisites

m  Verify the paths to be shared are mounted and are not configured in any
other service group.

m  Verify the virtual IP to be configured is up and is not configured in any
other service group.

Running the wizard

1  Start the wizard from a node in the cluster using the following command:

# hawizard nfs

2 Read the information on the Welcome screen and click Next.

3 Inthe Wizard Options dialog box, select to create a new service group or
modify an existing group.
The wizard allows only one NFS service group in the configuration. If you
have an NFS service group in your configuration, the wizard disables the
Create NFS Service Group option and enables the Modify NFS Service Group
option.
If you choose to modify a service group, you can add and remove shares
from the service group. You can also modify the configuration of the IP and
NIC resources.
Click Next.



320 | Configuring applications and resources in VCS
Configuring NFS service groups on AIX

4  Specify the service group name and the system list.

‘Service Group Configuran

Specity the service g

Senvice Group Name:
Group Sysbem List

Rosaatie Chester Systens

i Py ity On e’
07

[T1 More formation < Back et > Canced

m  Enter a name for the service group.

m In the Available Cluster Systems box, select the systems on which to
configure the service group and click the right-arrow icon to move the
systems to the service group’s system list.

To remove a system from the service group’s system list, select the
system in the Systems in Priority Order box and click the button with
the left-arrow icon.

m To change a system’s priority in the service group’s system list, select
the system in the Systems in Priority Order box and click the buttons
with the up and down arrow icons. The system at the top of the list has
the highest priority while the system at the bottom of the list has the
lowest priority.

m  Click Next.
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Select the shares to be configured in the service group and click Next.

Shara Paths
Selectthe shares 1o be configured
Selectihe paih names to be cordgurad In he senice group
Salect Path Nsma

| lidirl
v| Jdir

(]| More information

wcess=mw=hpslia3l

Opaons

Discover Shares

The wizard displays the shared paths whose mount points do not appear in
the file /etc/filesystems. If the path to be configured does not appear
in the list, make sure the path is shared and click Discover Shares.

Configure Mount resources for the shares.

Mount Configuration
Configure e Mount feS0LICes required by e shares

Fite System

| Create mount points on ol systens i they do not exist.

(]| More information

Spacify the options for e Mount and Fsck operations. For vifs file systems, sslect SnapLimount, if desired

Mount Options
s igermror=rrredisatil

Fack Opaons

Enaplimound)

m  Specify the Mount and Fsck options, if applicable. The agent uses these
options when bringing the resource online.

m  If using the vxfs file system, you can select the SnapUmount check box
to take the MountPoint snapshot offline when the resource is taken

offline.

m  Select the Create mount points on all systems if they do not exist

check box, if desired.
m Click Next.
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Configure the NFS and NFSRestart resources.

= 1=l

RISRestart Configusation
4 MFERestart

Configure HFE

Epusity the epbions for NFE and NFE Restarl
NFS Lock Failower
v Enabs LocK racovery
Mount Paint 1 -
NFS Sarver
Humber of Theeads 4

¥ Enable Support Tor NESv
NFSviRoot

Discover Mounds:

(]| More information cfack | Neas Cancel

m  Specify whether the NFS locks should be recovered after a failover.

m  Specify the path name of the directory to store the NFS locks for all the

shared file systems.

m  Specify the number of concurrent NFS requests the server can handle.

m  Click Next.

Configure the IP and NIC resources for the shares.

(]

Ratwork Configuration

Configurs e P and HIC reso up

Vit B Address : 10.216.475.6 | = Discount I

Submat Mask ;. 2552552180

Systom Hame K Ethenet
sliama? [1anas -
P [fra =
Discover HIC

(]| More information «fack | Neas Cancel

m  From Virtual IP Address list, select the virtual IP for a mount. If the

virtual IP address for a share does not appear in the list, click Discover

IP.
Note that the wizard discovers all IP addresses that existed when you
started the wizard. For example, if you delete an IP address after
starting the wizard and click Discover IP, the wizard displays the
deleted IP addresses in the Virtual IP Address list.
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m  For each system, specify the associated ethernet. If the ethernet card
for a system does not appear in the list, click Discover NIC to discover
NICs.

m Click Next.

9 Review your configuration and change resource names, if desired.

Service Group Summary
Revien uration and make any nEcessany changes to the

&
&
o
o
2

Afrioutes
NFS Group

Bystembist = [ =ham07, sham08 |
furoStaniLisd = [ sham07, skam08 )

COOLLLLOOOU

(]| More information <Back | Finish Cancel

The left pane lists the configured resources. Click on a resource to view its
attributes and their configured values in the Attributes box.

To edit a resource name, select the resource name and click on it. Press
Enter after editing each name. Note that when modifying service groups,
you can change names of newly created resources only, which appear in
black.

Click Finish. The wizard starts running commands to create (or modify) the
service group.

10 In the Completing the NFS Configuration Wizard dialog box, select the
check box to bring the group online on the local system.
Click Close.
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Configuring the RemoteGroup agent

The RemoteGroup agent monitors and manages service groups in a remote
cluster. Use the RemoteGroup agent to establishes dependencies between
applications that are configured on different VCS clusters.

For example, you configure an Apache resource in a local cluster, and an Oracle
resource in a remote cluster. In this example, the Apache resource depends on
the Oracle resource. You can use the RemoteGroup agent to establish this
dependency between these two resources.

See the Veritas Cluster Server Bundled Agents Reference Guide for more
information about the agent and its attributes.

See “Adding a RemoteGroup resource from the Java Console” on page 199.

See “Adding a RemoteGroup resource from Cluster Management Console” on
page 112.

About the ControlMode attribute

In the ControlMode attribute, you can use these values, depending on your
needs: OnOff, MonitorOnly, and OnlineOnly.

OnOff

Select the OnOff value of this attribute when you want the RemoteGroup
resource to manage the remote service group completely.

In case of one-to-one mapping, set the value of the AutoFailOver attribute of the
remote service group to 0. This avoids unnecessary onlining or offlining of the
remote service group.

MonitorOnly

Select the MonitorOnly value of this attribute when you want to monitor the
state of the remote service group. When you choose the MonitorOnly attribute,
the RemoteGroup agent does not have control over the remote service group
and cannot bring it online nor take it offline.

The remote service group should be in an ONLINE state before you bring the
RemoteGroup resource online.

Symantec recommends that the AutoFailOver attribute of the remote service
group be set to 1.
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OnlineOnly

Select the OnlineOnly value of this attribute when the remote service group
takes a long time to come online or to go offline. When you use OnlineOnly for
the ControlMode attribute, a switch or fail over of the local service group with
VCSSysName set to ANY does not cause the remote service group to be taken
offline and brought online.

Taking the RemoteGroup resource offline does not take the remote service
group offline.

If you are choosing one-to-one mapping between the local nodes and remote
nodes, then the value of the AutoFailOver attribute of the remote service group
must be 0.

Note: When you set the value of ControlMode to OnlineOnly or to MonitorOnly,
the recommend value of the VCSSysName attribute of the RemoteGroup
resource is ANY. If you want one-to-one mapping between the local nodes and
the remote nodes, then a switch or fail over of local service group is impossible.
It is important to note that in both these configurations the RemoteGroup agent
does not take the remote service group offline.

Example: Configuring a RemoteGroup resource
In this example:

m  VCS cluster (clusterl) provides high availability for Web services.
Configure a VCS service group (ApacheGroup) with an agent to monitor the
Web server (for example Apache) to monitor the Web services.

m  VCS cluster (cluster2) provides high availability for the database required
by the Web-services.
Configure a VCS service group (OracleGroup) with a database agent (for
example Oracle) to monitor the database.

The database resource must come online before the Web server comes online.
You create this dependency using the RemoteGroup agent.

To configure the RemoteGroup agent in the example

1 Add a RemoteGroup resource in the ApacheGroup service group (in cluster
1).

2 Link the resources such that the Web server resource depends on the
RemoteGroup resource.

3 Configure the RemoteGroup resource to monitor or manage the service
group containing the database resource.
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m IpAddress—Set to the IP address or DNS name of a node in cluster2.
You can also set this to a virtual IP address.

m  GroupName—Set to OracleGroup.
m  ControlMode—Set to OnOff.

Username—Set to the name of a user having administrative privileges
for OracleGroup.

m Password—Encrypted password for defined in Username. Encrypt the
password using the vesencrypt -agent command.

m  VCSSysName—Set to local, per-node values.
m VCSSysName@locall—Set this value to remotel.
m  VCSSysName@local2—Set this value to remote2.

Note: If the remote cluster runs in secure mode, you must set the value for
DomainType or BrokerIp attributes.

Set the value of the AutoFailOver attribute of the OracleGroup to 0.

Service group behavior with the RemoteGroup agent

Consider the following potential actions to better understand this solution.

Bringing the Apache service group online

The Apache resource depends on the RemoteGroup resource.

The RemoteGroup agent communicates to the remote cluster and
authenticates the specified user.

The RemoteGroup agent brings the database service group online in
cluster2.

The Apache resource comes online after the RemoteGroup resource is
online.

Thus, you have established an application-level dependency across two different
VCS clusters. The Apache resource does not go online unless the RemoteGroup
goes online. The RemoteGroup resource does not go online unless the database
service group goes online.
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Unexpected offline of the database service group

m  The RemoteGroup resource detects that the database group has gone
OFFLINE or has FAULTED.

m  The RemoteGroup resource goes into a FAULTED state.

m  All the resources in the Apache service group are taken offline on the node.

m  The Apache group fails over to another node.

m  As part of the fail over, the Oracle service group goes online on another
node in cluster2.

Taking the Apache service group offline

m  All the resources dependant on the RemoteGroup resource are taken
offline.

m  The RemoteGroup agent tries to take the Oracle service group offline.

m  Once the Oracle service group goes offline, the RemoteGroup goes offline.

Thus, the Web server is taken offline before the database goes offline.

Testing resource failover using HA fire drills

Configuring high availability for a database or an application requires several
infrastructure and configuration settings on multiple systems. However, cluster
environments are subject to change after the initial setup. Administrators add
disks, create new diskgroups and volumes, add new cluster nodes, or new NICs
to upgrade and maintain the infrastructure. Keeping the cluster configuration
updated with the changing infrastructure is critical.

HA fire drills detect discrepancies between the VCS configuration and the
underlying infrastructure on a node; discrepancies that might prevent a service
group from going online on a specific node.

See the Veritas Cluster Server Bundled Agents Reference Guide for information
on which agents support HA fire drills.

About HA fire drills

The HA fire drill (earlier known as virtual fire drill) feature uses the Action
function associated with the agent. The Action functions of the supported
agents are updated to support the HA fire drill functionality—running
infrastructure checks and fixing specific errors.

The infrastructure check verifies the resources defined in the VCS configuration
file (main.cf) have the required infrastructure to fail over on another node. For
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example, an infrastructure check for the Mount resource verifies the existence
of the mount directory defined in the MountPoint attribute for the resource.

You can run an infrastructure check only when the service group is online. The
check verifies that the specified node is a viable failover target capable of
hosting the service group.

The HA fire drill provides an option to fix specific errors detected during the
infrastructure check.

Running an HA fire drill

You can run a HA fire drill from the command line or from Cluster Manager
(Java Console).

See “Running HA fire drill from the Java Console” on page 214.
See “Running HA fire drills” on page 284.
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About VCS Simulator

VCS Simulator enables you to simulate and test cluster configurations. Use VCS
Simulator to view and modify service group and resource configurations and
test failover behavior. VCS Simulator can be run on a stand-alone system and
does not require any additional hardware.

VCS Simulator runs an identical version of the VCS High Availability Daemon
(HAD) as in a cluster, ensuring that failover decisions are identical to those in an
actual cluster.

You can test configurations from different operating systems using VCS
Simulator. For example, you can run VCS Simulator on a Windows system and
test VCS configurations for Windows, Linux, and Solaris clusters. VCS Simulator
also enables creating and testing global clusters.

You can administer VCS Simulator from the Java Console or from the command
line.

Installing VCS Simulator

This section describes how to install VCS Simulator

To install VCS Simulator on UNIX systems

1 Insert the VCS installation disc into a drive.

2 Navigate to the following directory and locate RTScssim.
AIX—pkgs

3 Install the VRTScssim package.
To use Cluster Manager with Simulator, you must also install the VRTScscm
package.

To install VCS Simulator on Windows systems

1 Insert the VCS installation disc into a drive.

2 Navigate to the path of the Simulator installer file:

\cluster_server\windows\VCSWindowsInstallers\Simulator.
3 Double-click the installer file.
4  Read the information in the Welcome screen and click Next.

5 Inthe Destination Folders dialog box, click Next to accepted the suggested
installation path or click Change to choose a different location.

6 In the Ready to Install the Program dialog box, click Back to make changes
to your selections or click Install to proceed with the installation.
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7 Inthe Installshield Wizard Completed dialog box, click Finish.

Reviewing the installation

VCS Simulator installs Cluster Manager (Java Console) and Simulator binaries
on the system. The Simulator installation creates the following directories:

Directory Contents

attrpool Information about attributes associated with VCS objects.

bin VCS Simulator binaries.

default_clus Files for the default cluster configuration.

sample_clus A sample cluster configuration, which serves as a template for each

new cluster configuration.

templates Various templates that are used by the Java Console.
types The types.cf files for all supported platforms.
conf Contains another directory called types. This directory contains

assorted resource type definitions that are useful for the Simulator.
The type definition files are present in platform-specific
subdirectories.

Additionally, VCS Simulator installs directories for various cluster
configurations.

VCS Simulator creates a directory for every new simulated cluster and copies
the contents of the sample_clus directory. Simulator also creates a log directory
within each cluster directory for logs that are associated with the cluster.

Simulator ports
VCS Simulator uses the following ports:

m  Ports 15550 through 15559 and 15580 through 15585 to connect to the
various cluster configurations.

m  Ports 15560 through 15571 for the wide area connector (WAC) process.
Set the WAC port to -1 to disable WAC simulation.
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Administering VCS Simulator from the Java Console

The Simulator Console enables you to start, stop, and manage simulated
clusters.

£ Symantec Veritas Cluster Server Simulator [_[O]

@ Veritas™ Cluster Server (Simulator)

G Acd Cluster | & Make Clusters Global lobal view | Helo
Cluster Name - Status Flatform Task
& HP_NFS (=] 03 HP-LIX dia Werify Configuration
& LIN_NFS 2 A [5] Start Cluster
SOL_ORACLE P Solaris
& 5oL e @ L=unch Consale
& SO0L_ORA_SRDF_C1 © 2 solaris
| &8 S0l 0RA SROF = 24 Slaris T 22 Delete Cluster

Cluster Details

Cluster Mame 1 ADX_NFS

Port Configuration  : Simulator port is 15557 and Wide Area Connector port is -1

Global Option enabled: Mo

The console provides two views:
m  Cluster View—Lists all simulated clusters.

m  Global View—Lists global clusters.

Through the Java Console, VCS Simulator enables you to configure a simulated
cluster panel, bring a system in an unknown state into an online state, simulate
power loss for running systems, simulate resource faults, and save the
configuration while VCS is offline. For global clusters, you can simulate the
process of generating and clearing cluster faults.

You can run multiple simulated clusters on a system by using different port
numbers for each cluster.

The Java Console provides the same views and features that are available for
online configurations.

See “Administering the cluster from Cluster Manager (Java console)” on
page 133.

Starting VCS Simulator from the Java Console

To start VCS Simulator from the Java Console (UNIX)

1 Type the following command to grant the system permission to display on
the desktop:

xhost +
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Configure the shell environment variable DISPLAY on the system where
Cluster Manager will be launched. For example, if using Korn shell, type the
following command to display on the system myws:

export DISPLAY=myws:0

Run the following command:
/opt/VRTSvcs/bin/hasimgui

Creating a simulated cluster

You can start a sample cluster configuration or create a new simulated cluster.

See “Creating a simulated cluster” on page 333.

To create a simulated cluster

1
2

In the Simulator console, click Add Cluster.

In the Add Cluster dialog box:

£ Add Configuration

‘% Add Cluster

Cluster Mame INEWCIuster

Syskem Mame INEWCIuster_sysl

Fort J145514 Platform w2k = |

[~ Enable Global Cluster Option

‘Wac Part |-1

[8]4 Cancel

m  Enter a name for the new cluster.

m  Accept the suggested system name or enter a new name for a system in
the cluster.

m  Enter a unique port number for the simulated cluster.
m  Select the platform for the cluster nodes.

m If the cluster is part of a global cluster configuration, select the Enable
Global Cluster Option check box and enter a unique port number for
the wide-area connector (WAC) process.

m  Click OK.

VCS creates a simulated one-node cluster and creates a new directory for

the cluster’s configuration files. VCS also creates a user called admin with

Cluster Administrator privileges. You can start the simulated cluster and

administer it by launching the Java Console.
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Deleting a cluster

Deleting a simulated cluster removes all files and directories that are associated
with the cluster. Before deleting a cluster, make sure the cluster is not
configured as a global cluster. You can delete global clusters from the Global
View.

To delete a simulated cluster

1
2

From Simulator Explorer, select the cluster and click Delete Cluster.

In the confirmation dialog box, click Yes.

Starting a simulated cluster

Start the cluster to begin administering it.

To start a simulated cluster

1

2
3
4

In the Simulator console, select the cluster.
Click Start Cluster.
After the cluster starts, click Launch Console to administer the cluster.

Enter a valid user name and password to log on to the cluster.

VCS Simulator does not validate passwords; you can log on to a simulated
cluster by entering a valid VCS user name. If you use the default
configuration, enter admin for the user name and any non-blank value for
password.

Cluster Explorer is launched upon initial logon, and the icons in the cluster
panel change color to indicate an active panel.

Verifying a simulated cluster configuration

Verify that the configuration is valid.

To verify the simulated cluster configuration

1
2

In the Simulator console, select the cluster.

Click Verify Configuration.
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Simulating a global cluster configuration

Simulate a global cluster environment to test your global cluster configuration.

See “How VCS global clusters work” on page 478.

To simulate a global cluster configuration

1 Create the simulated clusters for the global configuration.
See “Creating a simulated cluster” on page 333.
Select the Enable Global Cluster Option check box and enter a unique port
number for the wide-area connector (WAC) process.

2 Inthe Simulator console, click Make Global.

3 In the Make Global Configuration dialog box:

§* Make Clusters Global
&#  Make clusters global

Harme  faiobalCluster] |

Available clusters Configured clusters

iclus<

|
<

oK Cancel

m  Select an existing global cluster or enter the name for a new global
cluster.

m  From the Available Clusters list, select the clusters to add to the global
cluster and click the right arrow. The clusters move to the Configured
Clusters list.

m  Click OK.

Bringing a system up

Bring a system up to simulate a running system.

To bring a system up
1  From Cluster Explorer, click the Systems tab of the configuration tree.

2 Right-click the system in an unknown state, and click Up.
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Powering off a system

1

2

From Cluster Explorer, click the Systems tab of the configuration tree.

Right-click the online system, and click Power Off.

Saving the offline configuration

1

2
3

From Cluster Explorer, click Save Configuration As from the File menu.
Enter the path location.
Click OK.

Simulating a resource fault

Use VCS Simulator to imitate a resource fault.

To generate a resource fault

1

From Cluster Explorer, click the Service Groups tab of the configuration
tree.

Right-click an online resource, click Fault Resource, and click the system
name.

Simulating cluster faults in global clusters

Use VCS Simulator to imitate the process of generating and clearing cluster
faults.

See “Monitoring alerts” on page 228.

To generate a cluster fault

1
2

From Cluster Explorer, click the cluster in the configuration tree.

Right-click the cluster, click Fault Cluster, and click the cluster name.

If any Cluster Explorer windows are open for the cluster being faulted, these
become inoperative for a short period during which the Cluster Monitor
tries to connect to the simulated High Availability Daemon for the cluster.
Following this, an alert message appears and the Cluster Explorer windows
close on their own.

Note: When a faulted cluster is brought up, its fault is automatically cleared. In
case of a GCO configuration, the Remote Cluster status is also automatically
updated. Hence there is no need to clear the cluster fault.
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Simulating failed fire drills

Use VCS Simulator to demonstrate a failed fire drill. The following simulated
clusters have fire drill service groups:

SOL_ORA_SRDF_C2 (firedrill group is OracleGrp_fd)
WIN_SQL_VVR_C2 (firedrill group is SQLPROD_fd)
Win_Exch_2k3_Secondary (firedrill group is sample_fd)

See “Setting up a fire drill” on page 502.

To simulate a failed fire drill

1

Start Cluster Explorer and click the cluster in which you want to simulate
the fire drill.

Select the FireDrill service group from the Tree View, then select the
Properties Tab in the right pane.

Click Show all attributes. Scroll down to choose the Tag attribute and
double-click to edit the attribute value.

If prompted, switch the configuration to the read-write mode.

In the Edit Attribute window, set the value of the Tag attribute to the name
of a critical resource in the FireDrill Service Group.

The Tag attribute values for service groups SQLPROD_fd (in cluster
WIN_SQL_VVR_C2) and sample_fd (in cluster Win_Exch_2K3_secondary)
should be blank before these modifications.

For the SQLPROD_fd fire-drill service group, set the attribute value to the
name of the SQL Server instance - SQLServer2000-VSQLO1_fd.

You do not need to change the attribute value for the Oracle group; by
default, the Tag attribute of the OracleGrp_fd is set to the name of a critical
resource.

Try to bring the FireDrill service group up. Right-click the service group in
the Cluster Explorer and bring it online on a specified system. The FireDrill
service group faults.

Note: To simulate a successful fire drill, keep the Tag attribute of the fire drill
service group blank and bring the Firedrill service group online.
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line

Start VCS Simulator before creating or administering simulated clusters.

Note: VCS Simulator treats clusters that are created from the command line and
the Java Console separately. Hence, clusters that are created from the command
line are not visible in the graphical interface. If you delete a cluster from the
command line, you may see the cluster in the Java Console.

Starting VCS Simulator from the command line

To start VCS Simulator from the command line (UNIX)

1

To simulate a cluster running a particular operating system, copy the
types.cf. file for the operating system from the types directory to /opt/
VRTSsim/default_clus/conf/config/.

For example, if the cluster to be simulated runs on the AIX platform, copy
the file types.cf.aix.

Add custom type definitions to the file, if required, and rename the file to
types.cf.

If you have a main.cf file to run in the simulated cluster, copy it to
/opt/VRTScssim/default_clus/conf/config/.

Start VCS Simulator:
VCS_SIMULATOR_ HOME/bin/hasim -start system name
where VCS_SIMULATOR_HOME is the Simulator installation directory,
typically /opt/VRTScssim.
The variable system_name represents a system name, as defined in the
configuration file main.cf. This command starts Simulator on port 14153.
For example, to start the default cluster:
VCS_SIMULATOR_HOME/bin/hasim -start sysl
Note that the default configuration includes system sys1.

Add systems to the configuration, if desired:

VCS_SIMULATOR HOME/bin/hasim -sys -add system name
VCS_SIMULATOR_HOME/bin/hasim -up system name
Verify the states of each node in the cluster:
VCS_SIMULATOR_HOME/bin/hasim -sys -state

Use the command line or the Java Console to manage the simulated cluster.
See “To simulate global clusters from the command line” on page 339.
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To start VCS Simulator from the command line (Windows)

VCS Simulator installs platform-specific types.cf files at the path
$VCS_SIMULATOR_HOME$ \types\. The variable % VCS_SIMULATOR HOME%
represents the Simulator installation directory, typically C:\Program
Files\Veritas\VCS Simulator\ .

1

To simulate a cluster running a particular operating system, copy the
types.cf. file for the operating system from the types directory to
gvCS_SIMULATOR_HOMES\default_clus\conf\config\.

For example, if the cluster to be simulated runs on the AIX platform, copy
the file types.cf.aix.

Add custom type definitions to the file, if required, and rename the file to
types.cf.

If you have a main.cf file to run in the simulated cluster, copy it to
svcs_SIMULATOR_HOME$\default_clus\conf\config\.

Start VCS Simulator:

$VCS_SIMULATOR_HOME%\bin> hasim -start system name

The variable system_name represents a system name, as defined in the
configuration file main.cf.

This command starts Simulator on port 14153.

Add systems to the configuration, if desired:
$VCS_SIMULATOR_HOME%\bin> hasim -sys -add system name
3VCS_SIMULATOR_HOME%\bin> hasim -up system name

Verify the state of each node in the cluster:
$VCS_SIMULATOR_HOME%\bin> hasim -sys -state

See “To simulate global clusters from the command line” on page 339.

To simulate global clusters from the command line

1

Install VCS Simulator in a directory (sim_dir) on your system.
See“Installing VCS Simulator” on page 330.

Set up the clusters on your system. Run the following command to add a
cluster:

sim_dir/hasim -setupclus clustername -simport

port_no -wacport port_no

Do not use default clus as the cluster name when simulating a global
cluster.
VCS Simulator copies the sample configurations to the path sim_dir/
clustername and creates a system named clustername_sysl.
For example, to add cluster clus_a using ports 15555 and 15575, run the
following command:

sim_dir/hasim -setupclus clus_a -simport 15555 -wacport 15575
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Similarly, add the second cluster:

sim dir/hasim -setupclus clus_b -simport 15556 -wacport 15576
To create multiple clusters without simulating a global cluster
environment, specify -1 for the wacport.

Start the simulated clusters:

sim_dir/hasim -start clustername_sysl -clus clustername

Set the following environment variables to access VCS Simulator from the
command line:

m  VCS_SIM_PORT=port_number

m VCS SIM_WAC PORT=wacport

Note that you must set these variables for each simulated cluster, otherwise
Simulator always connects default_clus, the default cluster.

You can use the Java Console to link the clusters and to configure global
service groups.

See“Administering the cluster from Cluster Manager (Java console)” on
page 133.

You can also edit the configuration file main.cf manually to create the
global cluster configuration.
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Administering simulated clusters from the command line

The functionality of VCS Simulator commands mimic that of standard ha

commands.

Command

hasim -start system name

hasim -setupclus
clustername -simport

port_no [-wacport
port_no] [-sys
systemname]

hasim -deleteclus <clus>

hasim -start
clustername_sysl
[-clus clustername]

disablellOn]

[,

hasim -stop

hasim -poweroff
system_name

hasim -up system name

hasim -fault system name
resource_name

hasim -online
system_name

resource_name

hasim -faultcluster
clustername

hasim -clearcluster

clustername

Description

Starts VCS Simulator. The variable system_name
represents the system that will transition from the
LOCAL_BUILD state to RUNNING.

Creates a simulated cluster and associates the specified
ports with the cluster.

Deletes specified cluster. Deleting the cluster removes all
files and directories associated with the cluster.

Before deleting a cluster, make sure the cluster is not
configured as a global cluster.

Starts VCS Simulator on the cluster specified by
clustername.

If you start VCS Simulator with the -disablell0n
option, the simulated cluster does not accept localized
values for attributes. Use this option when simulating a
UNIX configuration on a Windows system to prevent
potential corruption when importing the simulated
configuration to a UNIX cluster.

Stops the simulation process.

Gracefully shuts down the system.

Brings the system up.

Faults the specified resource on the specified system.

Brings specified resource online. This command is useful
if you have simulated a fault of a persistent resource and
want to simulate the fix.

Simulates a cluster fault.

Clears a simulated cluster fault.
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Command Description

hasim -getsimconfig Retrieves information about VCS Simulator ports.
cluster_name

hasim -hb [..] Equivalent to standard hahb command.

hasim -disablellOn Disables localized inputs for attribute values. Use this
option when simulating UNIX configurations on
Windows systems.

hasim -clus [...] Equivalent to standard haclus command.
hasim -sys [...] Equivalent to standard hasys command.
hasim -grp [...] Equivalent to standard hagrp command.
hasim -res [...] Equivalent to standard hares command.
hasim -type [...] Equivalent to standard hatype command.
hasim -conf [...] Equivalent to standard haconf command.

hasim -attr [...] Equivalent to standard haat tr command.
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m Chapter 10, “About communications, membership, and data protection in
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m  Chapter11,“Controlling VCS behavior” on page 377

m  Chapter12,“The role of service group dependencies” on page 425
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About cluster communications

VCS uses local communications on a system and system-to-system
communications.

About intra-system communications

Within a system, the VCS engine (HAD) uses a VCS-specific communication
protocol known as Inter Process Messaging (IPM) to communicate with the GUI,
the command line, and the agents. The following illustration shows basic
communication on a single VCS system. Note that agents only communicate
with HAD and never communicate with each other.

AGENT COMMAND-LINE

UTILITIES

| VCS HIGH AVAILABILITY DAEMON (HAD)

The following illustration depicts communication from a single agent to HAD.

AGENT-SPECIFIC CODE

AGENT FRAMEWORK

Status Control

HAD

The agent uses the agent framework, which is compiled into the agent itself. For
each resource type configured in a cluster, an agent runs on each cluster system.
The agent handles all resources of that type. The engine passes commands to
the agent and the agent returns the status of command execution. For example,
an agent is commanded to bring a resource online. The agent responds back with
the success (or failure) of the operation. Once the resource is online, the agent
communicates with the engine only if this status changes.
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About inter-system cluster communications

VCS uses the cluster interconnect for network communications between cluster
systems. Each system runs as an independent unit and shares information at the
cluster level. On each system the VCS High Availability Daemon (HAD), which is
the decision logic for the cluster, maintains a view of the cluster configuration.
This daemon operates as a replicated state machine, which means all systems in
the cluster have a synchronized state of the cluster configuration. This is
accomplished by the following:

m  All systems run an identical copy of HAD.

m  HAD on each system maintains the state of its own resources, and sends all
cluster information about the local system to all other machines in the
cluster.

m  HAD on each system receives information from the other cluster systems to
update its own view of the cluster.

m  Each system follows the same code path for actions on the cluster.

The replicated state machine communicates over a purpose-built
communications package consisting of two components, Group Membership
Services/Atomic Broadcast (GAB) and Low Latency Transport (LLT).

Figure 10-1 illustrates the overall communications paths between two systems
of the replicated state machine model.

Figure 10-1 Cluster communications with replicated state machine
| acent || acent | | AGENT || AGENT |
space | HAD | | HAD | e
e L2 | TR e
| LLT | | LLT |
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Group Membership Services/Atomic Broadcast (GAB)

The Group Membership Services/Atomic Broadcast protocol (GAB) is
responsible for cluster membership and reliable cluster communications. GAB
has two major functions.

Cluster membership

GAB maintains cluster membership by receiving input on the status of the
heartbeat from each system via LLT. When a system no longer receives
heartbeats from a cluster peer, LLT passes the heartbeat loss to GAB. GAB
marks the peer as DOWN and excludes it from the cluster. In most
configurations, membership arbitration is used to prevent network
partitions.

Cluster communications

GAB'’s second function is reliable cluster communications. GAB provides
guaranteed delivery of messages to all cluster systems. The Atomic
Broadcast functionality is used by HAD to ensure that all systems within
the cluster receive all configuration change messages, or are rolled back to
the previous state, much like a database atomic commit. While the
communications function in GAB is known as Atomic Broadcast, no actual
network broadcast traffic is generated. An Atomic Broadcast message is a
series of point to point unicast messages from the sending system to each
receiving system, with a corresponding acknowledgement from each
receiving system.

Low Latency Transport (LLT)

The Low Latency Transport protocol is used for all cluster communications as a
high-performance, low-latency replacement for the IP stack. LLT has two major
functions.

Traffic distribution

LLT provides the communications backbone for GAB. LLT distributes (load
balances) inter-system communication across all configured network links.
This distribution ensures all cluster communications are evenly distributed
across all network links for performance and fault resilience. If a link fails,
traffic is redirected to the remaining links. A maximum of eight network
links are supported.

Heartbeat

LLT is responsible for sending and receiving heartbeat traffic over each
configured network link. LLT heartbeat is an Ethernet broadcast packet.
This broadcast heartbeat method allows a single packet to notify all other
cluster members the sender is functional, as well as provide necessary
address information for the receiver to send unicast traffic back to the
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sender. The heartbeat is the only broadcast traffic generated by VCS. Each
system sends 2 heartbeat packets per second per interface. All other cluster
communications, including all status and configuration traffic is point to
point unicast. This heartbeat is used by the Group Membership Services to
determine cluster membership.

The heartbeat signal is defined as follows:

m  LLT on each system in the cluster sends heartbeat packets out on all
configured LLT interfaces every half second.

m LLT on each system tracks the heartbeat status from each peer on each
configured LLT interface.

m  LLT on each system forwards the heartbeat status of each system in the
cluster to the local Group Membership Services function of GAB.

m  GABreceives the status of heartbeat from all cluster systems from LLT and
makes membership determination based on this information.

Figure 10-2 Heartbeat in the cluster
| AGENT || AGENT | | AGENT |[ AGENT |
\ HAD | | HAD |
Broadcast heartbeat on
every interface every ‘ GAB ‘ ‘ 4 GAB ‘
0.5 second
\ LLT | [« | ur \
FEAEEL
Each LLT module tracks heartbeat LLT forwards heartbeat
status from each peer on each status of each system to
configured interface GAB

LLT can be configured to designate specific cluster interconnect links as either
high priority or low priority. High priority links are used for cluster
communications to GAB as well as heartbeat signals. Low priority links, during
normal operation, are used for heartbeat and link state maintenance only, and
the frequency of heartbeats is reduced to 50% of normal to reduce network
overhead.
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If there is a failure of all configured high priority links, LLT will switch all
cluster communications traffic to the first available low priority link.
Communication traffic will revert back to the high priority links as soon as they
become available.

While not required, best practice recommends to configure at least one low
priority link, and to configure two high priority links on dedicated cluster
interconnects to provide redundancy in the communications path. Low priority
links are typically configured on the public or administrative network.

About cluster membership

The current members of the cluster are the systems that are actively
participating in the cluster. It is critical for HAD to accurately determine current
cluster membership in order to take corrective action on system failure and
maintain overall cluster topology.

A change in cluster membership is one of the starting points of the logic to
determine if HAD needs to perform any fault handling in the cluster.

There are two aspects to cluster membership, initial joining of the cluster and
how membership is determined once the cluster is up and running.

Initial joining of systems to cluster membership

When the cluster initially boots, LLT determines which systems are sending
heartbeat signals, and passes that information to GAB. GAB uses this
information in the process of seeding the cluster membership.

Seeding a new cluster

Seeding insures a new cluster will start with an accurate membership count of
the number of systems in the cluster. This prevents the possibility of one cluster
splitting into multiple subclusters upon initial startup. A new cluster can be
automatically seeded as follows:

m  When the cluster initially boots, all systems in the cluster are unseeded.

m  GAB checks the number of systems that have been declared to be members
of the cluster in the /etc/gabtab file.
The number of systems declared in the cluster is denoted as follows:
/sbin/gabconfig -c -n#

where the variable # is replaced with the number of systems in the cluster.

Note: This number should represent 100% of the systems in the cluster
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m  When GAB on each system detects that the correct number of systems are
running, based on the number declared in /etc/gabtab and input from LLT,
it will seed.

m  HAD will start on each seeded system. HAD will only run on a system that
has seeded.

Manual seeding of a cluster

Seeding the cluster manually is appropriate when the number of cluster systems
declared in /etc/gabtab is more than the number of systems that will join the
cluster. This could occur if a system is down for maintenance when the cluster
comes up.

Caution: It is not recommended to seed the cluster manually unless the
administrator is aware of the risks and implications of the command.

Before manually seeding the cluster, check that systems that will join the cluster
are able to send and receive heartbeats to each other. Confirm there is no
possibility of a network partition condition in the cluster.

To manually seed the cluster, type the following command:
/sbin/gabconfig -c -x

Note there is no declaration of the number of systems in the cluster with a
manual seed. This command will seed all systems in communication with the
system where the command is run.

See “Seeding and I/O Fencing” on page 610.
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Ongoing cluster membership

Once the cluster is up and running, a system remains an active member of the
cluster as long as peer systems receive a heartbeat signal from that system over
the cluster interconnect. A change in cluster membership is determined as
follows:

When LLT on a system no longer receives heartbeat messages from a system
on any of the configured LLT interfaces for a predefined time, LLT informs
GAB of the heartbeat loss from that specific system.

This predefined time is 16 seconds by default, but can be configured. It is set
with the set-timer peerinact command as described in the llttab manual
page.

When LLT informs GAB of a heartbeat loss, the systems that are remaining
in the cluster coordinate to agree which systems are still actively
participating in the cluster and which are not. This happens during a time
period known as GAB Stable Timeout (5 seconds).

VCS has specific error handling that takes effect in the case where the
systems do not agree.

GAB marks the system as DOWN, excludes the system from the cluster
membership, and delivers the membership change to the fencing module.

The fencing module performs membership arbitration to ensure that there
is not a split brain situation and only one functional cohesive cluster
continues to run.

The fencing module is turned on by default.
See “About cluster membership and data protection without I/0 fencing” for
actions that occur if the fencing module has been deactivated.
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About membership arbitration

Membership arbitration is necessary on a perceived membership change
because systems may falsely appear to be down. When LLT on a system no
longer receives heartbeat messages from another system on any configured LLT
interface, GAB marks the system as DOWN. However, if the cluster interconnect
network failed, a system can appear to be failed when it actually is not. In most
environments when this happens, it is caused by an insufficient cluster
interconnect network infrastructure, usually one that routes all communication
links through a single point of failure.

If all the cluster interconnect links fail, it is possible for one cluster to separate
into two subclusters, each of which does not know about the other subcluster.
The two subclusters could each carry out recovery actions for the departed
systems. This is termed split brain.

In a split brain condition, two systems could try to import the same storage and
cause data corruption, have an IP address up in two places, or mistakenly run an
application in two places at once.

Membership arbitration guarantees against such split brain conditions.

Components of membership arbitration

The components of membership arbitration are the fencing module and the
coordinator disks.

Fencing module

Each system in the cluster runs a kernel module called vxfen, or the fencing
module. This module is responsible for ensuring valid and current cluster
membership on a membership change through the process of membership
arbitration. vxfen performs the following actions:

m  Registers with the coordinator disks during normal operation

m  Races for control of the coordinator disks during membership changes

Coordinator disks

Coordinator disks are a number of special purpose disks that act together as a
global lock device. Racing for control of these disks is used to determine cluster
membership. Control is won by the system that gains control of a majority of the
coordinator disks, so there must always be an odd number of disks, with three
disks recommended.

Coordinator disks cannot be used for any other purpose in the cluster
configuration, such as data storage or inclusion in a disk group for user data.
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Any disks that support SCSI-3 Persistent Reservation can be coordinator disks.
Best practice is to select the smallest possible LUNSs for use as coordinator disks.

You can configure coordinator disks to use Veritas Volume Manager Dynamic
Multipathing (DMP) feature. For more information on using DMP, see the
Veritas Volume Manager Administrator’s Guide.

How the fencing module starts up
The fencing module starts up as follows:

The coordinator disks are placed in a disk group.

This allows the fencing start up script to use Veritas Volume Manager
(VxVM) commands to easily determine which disks are coordinator disks,
and what paths exist to those disks. This disk group is never imported, and
is not used for any other purpose.

The fencing start up script on each system uses VxVM commands to
populate the file /etc/vxfentab with the paths available to the coordinator
disks.

For example, if the user has configured 3 coordinator disks with 2 paths to
each disk, the /etc/vxfentab file will contain 6 individual lines, representing
the path name to each disk, such as

/dev/rdsk/c1t1d1s2.

When the fencing driver is started, it reads the physical disk names from
the /etc/vxfentab file. Using these physical disk names, it determines the
serial numbers of the coordinator disks and builds an in-memory list of the
drives.

The fencing driver verifies that any other systems in the cluster that are
already up and running see the same coordinator disks.

The fencing driver examines GAB port B for membership information. If no
other systems are up and running, it is the first system up and is considered
the correct coordinator disk configuration. When a new member joins, it
requests a coordinator disks configuration. The system with the lowest LLT
ID will respond with a list of the coordinator disk serial numbers. If there is
a match, the new member joins the cluster. If there is not a match, vxfen
enters an error state and the new member is not allowed to join. This
process ensures all systems communicate with the same coordinator disks.

The fencing driver determines if a possible preexisting split brain condition
exists.

This is done by verifying that any system that has keys on the coordinator
disks can also be seen in the current GAB membership. If this verification
fails, the fencing driver prints a warning to the console and system log and
does not start.
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m If all verifications pass, the fencing driver on each system registers keys
with each coordinator disk.

Figure 10-3 Topology of coordinator disks in the cluster
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How membership arbitration works

Upon startup of the cluster, all systems register a unique key on the coordinator
disks. (The key is based on the LLT system ID, for example LLT ID 0 = A.) When
there is a perceived change in membership, membership arbitration works as
follows:

m  GAB marks the system as DOWN, excludes the system from the cluster
membership, and delivers the membership change—the list of departed
systems—to the fencing module.

m  The system with the lowest LLT system ID in the cluster races for control of
the coordinator disks

m Inthe most common case, where departed systems are truly down or
faulted, this race has only one contestant.

m In asplit brain scenario, where two or more subclusters have formed,
the race for the coordinator disks is performed by the system with the
lowest LLT system ID of that subcluster. This system races on behalf of
all the other systems in its subcluster.

m  The race consists of executing a preempt and abort command for each key of
each system that appears to no longer be in the GAB membership.
The preempt and abort command allows only a registered system with a
valid key to eject the key of another system. This ensures that even when
multiple systems attempt to eject other, each race will have only one
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winner. The first system to issue a preempt and abort command will win
and eject the key of the other system. When the second system issues a
preempt and abort command, it can not perform the key eject because it is
no longer a registered system with a valid key.

m Ifthe preempt and abort command returns success, that system has won the
race for that coordinator disk.
Each system will repeat this race to all the coordinator disks. The race is
won by, and control is attained by, the system that ejects the other system’s
registration keys from a majority of the coordinator disks.

m  On the system that wins the race, the vxfen module informs all the systems
that it was racing on behalf of that it won the race, and that subcluster is
still valid. This information is passed back to GAB.

m  On the system(s) that do not win the race, the vxfen module will trigger a
system panic. The other systems in this subcluster will note the panic,
determine they lost control of the coordinator disks, and also panic and
restart.

m  Upon restart, the systems will attempt to seed into the cluster.

m If the systems that restart can exchange heartbeat with the
number of cluster systems declared in /etc/gabtab, they will
automatically seed and continue to join the cluster. Their keys will
be replaced on the coordinator disks. This case will only happen if
the original reason for the membership change has cleared during
the restart.

m If the systems that restart can not exchange heartbeat with the
number of cluster systems declared in /etc/gabtab, they will not
automatically seed, and HAD will not start. This is a possible split
brain condition, and requires administrative intervention.

Note: Forcing a manual seed at this point will allow the cluster to seed.
However, when the fencing module checks the GAB membership against the
systems that have keys on the coordinator disks, a mismatch will occur.
vxfen will detect a possible split brain condition, print a warning, and will
not start. In turn, HAD will not start. Administrative intervention is
required.
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About data protection

Membership arbitration by itself is inadequate for complete data protection
because it assumes that all systems will either participate in the arbitration or
are already down.

Rare situations can arise which must also be protected against. Some examples
are:

m A system hang causes the kernel to stop processing for a period of time.
m  The system resources were so busy that the heartbeat signal was not sent.

m A break and resume function is supported by the hardware and executed.
Dropping the system to a system controller level with a break command can
result in the heartbeat signal timeout.

In these types of situations, the systems are not actually down, and may return
to the cluster after cluster membership has been recalculated. This could result
in data corruption as a system could potentially write to disk before it
determines it should no longer be in the cluster.

Combining membership arbitration with data protection of the shared storage
eliminates all of the above possibilities for data corruption.

Data protection fences off (removes access to) the shared data storage from any
system that is not a current and verified member of the cluster. Access is
blocked by the use of SCSI-3 persistent reservations.

SCSI-3 Persistent Reservation

SCSI-3 Persistent Reservation (SCSI-3 PR) supports device access from multiple
systems, or from multiple paths from a single system. At the same time it blocks
access to the device from other systems, or other paths.

VCS logic determines when to online a service group on a particular system. If
the service group contains a disk group, the disk group is imported as part of the
service group being brought online. When using SCSI-3 PR, importing the disk
group puts registration and reservation on the data disks. Only the system that
has imported the storage with SCSI-3 reservation can write to the shared
storage. This prevents a system that did not participate in membership
arbitration from corrupting the shared storage.

SCSI-3 PR ensures persistent reservations across SCSI bus resets.

Note: Use of SCSI 3 PR protects against all elements in the IT environment that
might be trying to write illegally to storage, not only VCS related elements.

Membership arbitration combined with data protection is termed I/O fencing.
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Examples of VCS operation with 1/0 fencing

This topic describes the general logic employed by the I/O fencing module along
with some specific example scenarios.

About the I/0 fencing algorithm

To ensure the most appropriate behavior is followed in both common and rare
corner case events, the fencing algorithm works as follows:

The fencing module is designed to never have systems in more than one
subcluster remain current and valid members of the cluster. In all cases,
either one subcluster will survive, or in very rare cases, no systems will.

The system with the lowest LLT ID in any subcluster of the original cluster
races for control of the coordinator disks on behalf of the other systems in
that subcluster.

If a system wins the race for the first coordinator disk, that system is given
priority to win the race for the other coordinator disks.

Any system that loses a race will delay a short period of time before racing
for the next disk. Under normal circumstances, the winner of the race to the
first coordinator disk will win all disks.

This ensures a clear winner when multiple systems race for the coordinator
disk, preventing the case where three or more systems each win the race for
one coordinator disk.

If the cluster splits such that one of the subclusters has at least 51% of the
members of the previous stable membership, that subcluster is given
priority to win the race.

The system in the smaller subcluster(s) delay a short period before
beginning the race.

This ensures that as many systems as possible will remain running in the
cluster.

If the vxfen module discovers on startup that the system that has control of
the coordinator disks is not in the current GAB membership, an error
message indicating a possible split brain condition is printed to the console.
The administrator must clear this condition manually with the
vxfenclearpre utility.
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Two system cluster where one system fails

In this example, System1 fails, and SystemO carries out the I/O fencing
operation as follows:

m  The GAB module on SystemO determines System1 has failed due to loss of
heartbeat signal reported from LLT.

m  GAB passes the membership change to the fencing module on each system
in the cluster.

The only system that is still running is SystemO

m  SystemO gains control of the coordinator disks by ejecting the key registered
by System1 from each coordinator disk.

The ejection takes place one by one, in the order of the coordinator disk’s
serial number.

m  When the fencing module on SystemO successfully controls the coordinator
disks, HAD carries out any associated policy connected with the
membership change.

m  Systeml1 is blocked access to the shared storage, if this shared storage was
configured in a service group that was now taken over by SystemO and
imported.

Figure 10-4 I/O Fencing example with system failure
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Four system cluster where cluster interconnect fails

In this example, the cluster interconnect fails in such a way as to split the
cluster from one four-system cluster to two-system clusters. The cluster
performs membership arbitration to ensure that only one subcluster remains.

Due to loss of heartbeat, System0 and System1 both believe System2 and
System3 are down. System2 and System3 both believe SystemO and System1 are
down. The progression of I/O fencing operations are as follows:

Figure 10-5 Four system cluster where cluster interconnect fails
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m  LLT on each of the four systems no longer receives heartbeat messages from
the systems on the other side of the interconnect failure on any of the
configured LLT interfaces for the peer inactive timeout configured time.

m  LLT on each machine passes to GAB that it has noticed a membership
change. Specifically:
m LLT on SystemO passes to GAB that it no longer sees System2 and
System3

m LLT on System1 passes to GAB that it no longer sees System2 and
System3

m LLT on System2 passes to GAB that it no longer sees SystemO and
System1

m LLT on System3 passes to GAB that it no longer sees SystemO and
System1

m  After LLT informs GAB of a heartbeat loss, the systems that are remaining
do a “GAB Stable Timeout (5 seconds). In this example:
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m  SystemO and System1 agree that both of them do not see System2 and
System3

m System2 and System3 agree that both of them do not see SystemO and
System1

GAB marks the system as DOWN, and excludes the system from the cluster
membership. In this example:

m  GAB on SystemO and System1 mark System2 and System3 as DOWN
and excludes them from cluster membership.

m  GAB on System2 and System3 mark System0 and System1 as DOWN
and excludes them from cluster membership.

GAB on each of the four systems passes the membership change to the vxfen
driver for membership arbitration. Each subcluster races for control of the
coordinator disks. In this example:

m  SystemO has the lower LLT ID, and races on behalf of itself and
System1.

m System2 has the lower LLT ID, and races on behalf of itself and
System3.

GAB on each of the four systems also passes the membership change to
HAD. HAD waits for the result of the membership arbitration from the
fencing module before taking any further action.

Assume SystemO wins the race for the coordinator disks, and ejects the
registration keys of System2 and System3 off the disks. The result is as
follows:

m  SystemO wins the race for the coordinator disk. The fencing module on
System0 communicates race success to all other fencing modules in the
current cluster, in this case System0 and System1. The fencing module
on each system in turn communicates success to HAD. SystemO and
System1 remain valid and current members of the cluster.

m  System2 loses the race for control of the coordinator disks. The fencing
module on System?2 calls a kernel panic and the system restarts.

m  System3 sees another membership change from the kernel panic of
System2. Because that was the system that was racing for control of the
coordinator disks in this subcluster, System3 also panics.

HAD carries out any associated policy or recovery actions based on the
membership change.

System2 and System3 are blocked access to the shared storage (if the shared
storage was part of a service group that is now taken over by SystemO or
System 1).
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m  Torejoin System2 and System3 to the cluster, the administrator must do the
following:
m  Shut down System2 and System3
m  Fix the cluster interconnect links

m  Restart System2 and System3



About communications, membership, and data protection in the cluster

363

Examples of VCS operation with |/O fencing

How I/O fencing works in different event scenarios

Table 10-2 describes how I/0O fencing works to prevent data corruption in
different failure event scenarios. For each event, corrective operator actions are

indicated.

Table 10-2

I/0 fencing scenarios

Event

Node A: What
happens?

Node B: What
happens?

Operator action

Both private

networks fail.

Node A races for
majority of coordinator
disks.

Node B races for
majority of
coordinator disks.

When Node B is
ejected from cluster,
repair the private

If Node A wins race for | If Node B loses the network.s before.
coordinator disks, Node |race for the attempting to bring
A ejects Node B from the | coordinator disks, Node B back.
shared disks and Node B removes itself
continues. from the cluster.
Both private | Node A continues to Node B has crashed. It | Restart Node B after
networks work. cannot start the private networks are
function database since it is restored.

again after
event above.

unable to write to the
data disks.

One private

network fails.

Node A prints message
about an IOFENCE on
the console but
continues.

Node B prints
message about an
IOFENCE on the
console but continues.

Repair private
network. After
network is repaired,
both nodes
automatically use it.
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Table 10-2 I/O fencing scenarios
Event Node A: What Node B: What Operator action
happens? happens?
Node A Node A is extremely Node B loses
hangs. busy for some reason or | heartbeats with Node

is in the kernel
debugger.

‘When Node A is no
longer hung or in the
kernel debugger, any
queued writes to the
data disks fail because
Node A is ejected. When
Node A receives message
from GAB about being
ejected, it removes itself
from the cluster.

A, and races for a
majority of
coordinator disks.

Node B wins race for
coordinator disks and
ejects Node A from
shared data disks.

Verify private
networks function
and restart Node A.
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Table 10-2 I/O fencing scenarios

Event Node A: What Node B: What Operator action
happens? happens?

Nodes A and

B and private

networks lose

power.

Coordinator

and data

disks retain

power.

Power

returns to

nodes and

they restart,

but private Node A restarts and [/O | Node B restarts and I/ | Resolve preexisting

networks still | fencing driver (vxfen) O fencing driver split brain condition.

have no det?cts Node. Bis fvxfer.l) detects.Node A See “System panics to

power. reglst.ered w1t.h is regllstered anth prevent potential data
co?rdlnator disks. The COf)rdmator disks. The corruption” on
driver does not see Node | driver does not see page 619.

B listed as member of
cluster because private

networks are down. This

causes the I/O fencing
device driver to prevent

Node A from joining the

cluster. Node A console
displays:
Potentially a
preexisting split
brain. Dropping
out of the
cluster.
the user
documentation for
steps required to
clear preexisting
split brain.

Refer to

Node A listed as
member of cluster
because private
networks are down.
This causes the I/0
fencing device driver
to prevent Node B
from joining the
cluster. Node B
console displays:

Potentially a
preexisting
split brain.
Dropping out of
the cluster.
Refer to the user
documentation
for steps
required to
clear
preexisting
split brain.
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Table 10-2 I/O fencing scenarios
Event Node A: What Node B: What Operator action
happens? happens?
Node A
crashes while
Node B is
down. Node B
comes up and
l(;Iode Ads still Node A is crashed. Node B restarts and Resolve preexisting
own. detects Node A is split brain condition.
registered with the

coordinator disks. The
driver does not see
Node A listed as
member of the cluster.
TheI/O fencing device
driver prints message
on console:

Potentially a
preexisting
split brain.
Dropping out of
the cluster.
Refer to the user
documentation
for steps
required to
clear
preexisting
split brain.

See “System panics to
prevent potential data
corruption” on

page 619.
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I/O fencing scenarios

Event

Node A: What
happens?

Node B: What
happens?

Operator action

The disk
array
containing
two of the
three
coordinator
disks is
powered off.

Node B leaves
the cluster
and the disk
array is still
powered off.

Node A continues to
operate as long as no

nodes leave the cluster.

Node A races for a

majority of coordinator

disks. Node A fails
because only one of

three coordinator disks

is available. Node A

removes itself from the

cluster.

Node B continues to
operate as long as no
nodes leave the
cluster.

Node B leaves the
cluster.

Power on failed disk
array and restart I/O
fencing driver to
enable Node A to
register with all
coordinator disks.
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About cluster membership and data protection
without I/0 fencing

Proper seeding of the cluster and the use of low priority heartbeat cluster
interconnect links are best practices with or without the use of I/0 fencing. Best
practice also recommends multiple cluster interconnect links between systems
in the cluster. This allows GAB to differentiate between:

m  Aloss of all heartbeat links simultaneously, which is interpreted as a system
failure. In this case, depending on failover configuration, HAD may attempt
to restart the services that were running on that system on another system.

m  Aloss of all heartbeat links over time, which is interpreted as an
interconnect failure. In this case, the assumption is made that there is a
high probability that the system is not down, and HAD does not attempt to
restart the services on another system.

In order for this differentiation to have meaning, it is important to ensure the
cluster interconnect links do not have a single point of failure, such as a network
hub or ethernet card.

About jeopardy

In all cases, when LLT on a system no longer receives heartbeat messages from
another system on any of the configured LLT interfaces, GAB reports a change
in membership.

When a system has only one interconnect link remaining to the cluster, GAB can
no longer reliably discriminate between loss of a system and loss of the network.
The reliability of the system’s membership is considered at risk. A special
membership category takes effect in this situation, called a jeopardy
membership. This provides the best possible split-brain protection without
membership arbitration and SCSI-3 capable devices.

When a system is placed in jeopardy membership status, two actions occur

m If the system loses the last interconnect link, VCS places service groups
running on the system in autodisabled state. A service group in autodisabled
state may failover on a resource or group fault, but can not fail over on a
system fault until the autodisabled flag is manually cleared by the
administrator.

m  VCS operates the system as a single system cluster. Other systems in the
cluster are partitioned off in a separate cluster membership.
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About Daemon Down Node Alive (DDNA)

Daemon Down Node Alive (DDNA) is a condition in which the VCS high
availability daemon (HAD) on a node fails, but the node is running. When HAD
fails, the hashadow process tries to bring HAD up again. If the hashadow process
succeeds in bringing HAD up, the system leaves the DDNA membership and
joins the regular membership.

In a DDNA condition, VCS does not have information about the state of service
groups on the node. So, VCS places all service groups that were online on the
affected node in the autodisabled state. The service groups that were online on
the node cannot fail over.

Manual intervention is required to enable failover of autodisabled service
groups. The administrator must release the resources running on the affected
node, clear resource faults, and bring the service groups online on another node.
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Examples of VCS operation without I/0 fencing

The following scenarios describe events, and how VCS responds, in a cluster
without I/0 fencing.

Four system cluster without a low priority link

Consider a four-system cluster that has two private cluster interconnect
heartbeat links. The cluster does not have any low priority link.

Public Network

Node 0 Node 1 Node 2 Node 3

Regular membership: 0,1, 2, 3

Cluster interconnect link failure

In this example, a link to System?2 fails, leaving System2 with only one cluster
interconnect link remaining.

Public Network

System0 | System1 | System2 | System3

Regular membership: 0,1, 2, 3

Jeopardy membership: 2
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The cluster is reformed. Systems 0, 1, 2, and 3 are in the regular membership
and System2 in a jeopardy membership. Service groups on System?2 are
autodisabled. All normal cluster operations continue, including normal failover
of service groups due to resource fault.

Cluster interconnect link failure followed by system failure

In this example, the link to System2 fails, and System?2 is put in the jeopardy
membership. Subsequently, System?2 fails due to a power fault.

Public Network

System0 | System1 | System2 | System3

Regular membership: 0,1,3
(with known previous jeopardy
membership for System2)

Systems 0, 1, and 3 recognize that System2 has faulted. The cluster is reformed.
Systems 0, 1, and 3 are in a regular membership. When System2 went into
jeopardy membership, service groups running on System2 were autodisabled.
Even though the system is now completely failed, no other system can assume
ownership of these service groups unless the system administrator manually
clears the AutoDisabled flag on the service groups that were running on
System2.

However, after the flag is cleared, these service groups can be manually brought
online on other systems in the cluster.
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All high priority cluster interconnect links fail

In this example, all high priority links to System2 fail. This can occur two ways:

Public Network

System0 | System1 | System2 | System3

Regular membership: 0,1, 3
(Cluster 1)

m  Both links to System2 fail at the same time
System2 was never in jeopardy membership. Without a low priority link,
the cluster splits into two subclusters, where System0, 1 and 3 are in one
subcluster, and System?2 is in another. This is a split brain scenario.

m  Both links to System2 fail at different times
System2 was in a jeopardy membership when the second link failed, and
therefore the service groups that were online on System2 were
autodisabled. No other system can online these service groups without
administrator intervention.
Systems 0, 1 and 3 form a mini-cluster. System2 forms another single-
system mini-cluster. All service groups that were present on systems 0, 1
and 3 are autodisabled on System?2.



About communications, membership, and data protection in the cluster | 373
Examples of VCS operation without I/O fencing

Four system cluster with low priority link

Consider a four-system cluster that has two private cluster interconnect
heartbeat links, and one public low priority link.

Public Network

SystemO | System1 | System2 | System3

Regular membership: 0,1,2,3
Cluster status on private networks

Heartbeat only on public network

Cluster interconnect link failure

In this example, a link to System2 fails, leaving System2 with one cluster
interconnect link and the low priority link remaining.

Public Network

System0 | System1 | System2 | System3

Regular membership: 0,1,3

No jeopardy

Other systems send all cluster status traffic to System2 over the remaining
private link and use both private links for traffic between themselves. The low
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priority link continues carrying the heartbeat signal only. No jeopardy condition
is in effect because two links remain to determine system failure.

Cluster interconnect link failure followed by system failure

In this example, the link to System2 fails. Because there is a low priority
heartbeat link, System2 is not put in the jeopardy membership. Subsequently,
System?2 fails due to a power fault.

Public Network

System0 | System1 | System2 | System3

Regular membership: 0,1,3

Systems 0, 1, and 3 recognize that System2 has faulted. The cluster is reformed.
Systems 0, 1, and 3 are in a regular membership. The service groups on System2
that are configured for failover on system fault are attempted to be brought
online on another target system, if one exists.

All high priority cluster interconnect links fail

In this example, both high priority cluster interconnect links to System2 fail,
leaving System2 with only the low priority link remaining.

Cluster status communication is now routed over the low priority link to
System2. System2 is placed in a jeopardy membership. The service groups on



System?2 are autodisabled, and the service group attribute AutoFailOver is set to
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0, meaning the service group will not fail over on a system fault.

Public Network

System0O | System1 | System2 | System3

Regular membership: 0,1,3
Jeopardy membership: 2

When a cluster interconnect link is re-established, all cluster status

communications revert back to the cluster interconnect and the low priority link
returns to sending heartbeat signal only. At this point, System2 is placed back in

regular cluster membership.

Summary of best practices for cluster
communications

The following are the recommended best practices for cluster communications
to best support proper cluster membership and data protection.

Properly seed the cluster by requiring all systems, and not just a subset of
systems, to be present in the GAB membership before the cluster will
automatically seed.

If every system is not present, manual intervention by the administrator
must eliminate the possibility of a split brain condition before manually
seeding the cluster.

Configure multiple independent communication network links between
cluster systems.

Networks should not have a single point of failure, such as a shared hub or
ethernet card.

Low-priority LLT links in clusters with or without I/0O fencing is
recommended. In clusters without I/O fencing, this is critical.
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Note: An exception to this is if the cluster uses fencing along with Cluster
File Systems (CFS) or Oracle Real Application Clusters (RAC).

The reason for this is that low priority links are usually shared public
network links. In the case where the main cluster interconnects fail, and the
low priority link was the only remaining link, large amounts of data would
be moved to the low priority link. This would potentially slow down the
public network to unacceptable performance. Without a low priority link
configured, membership arbitration would go into effect in this case, and
some systems may be taken down, but the remaining systems would
continue to run without impact to the public network.

It is not recommended to have a cluster with CFS or RAC without I/O
fencing configured.

m  Disable the console-abort sequence
Most UNIX systems provide a console-abort sequence that enables the
administrator to halt and continue the processor. Continuing operations
after the processor has stopped may corrupt data and is therefore
unsupported by VCS.
When a system is halted with the abort sequence, it stops producing
heartbeats. The other systems in the cluster consider the system failed and
take over its services. If the system is later enabled with another console
sequence, it continues writing to shared storage as before, even though its
applications have been restarted on other systems.
Symantec recommends disabling the console-abort sequence or creating an
alias to force the go command to perform a restart on systems not running
1/0 fencing.

m  Select the smallest possible LUNs for use as coordinator disks. No more
than three coordinator disks are needed in any configuration.

m Do not reconnect the cluster interconnect after a network partition without
shutting down one side of the split cluster.
A common example of this happens during testing, where the administrator
may disconnect the cluster interconnect and create a network partition.
Depending on when the interconnect cables are reconnected, unexpected
behavior can occur.
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About VCS behavior on resource faults

VCS considers a resource faulted in the following situations:

m  When the resource state changes unexpectedly. For example, an online
resource going offline.

m  When arequired state change does not occur. For example, a resource failing
to go online or offline when commanded to do so.

In many situations, VCS agents take predefined actions to correct the issue
before reporting resource failure to the engine. For example, the agent may try
to bring a resource online several times before declaring a fault.

When a resource faults, VCS takes automated actions to “clean up the faulted
resource. The Clean function makes sure the resource is completely shut down
before bringing it online on another node. This prevents concurrency violations.

When a resource faults, VCS takes all resources dependent on the faulted
resource offline. The fault is thus propagated in the service group

About critical and non-critical resources

The Critical attribute for a resource defines whether a service group fails over
when the resource faults. If a resource is configured as non-critical (by setting
the Critical attribute to 0) and no resources depending on the failed resource are
critical, the service group will not fail over. VCS takes the failed resource offline
and updates the group status to ONLINE|PARTIAL. The attribute also determines
whether a service group tries to come online on another node if, during the
group’s online process, a resource fails to come online.

VCS behavior diagrams

This section describes the default functionality of VCS when resources fault.
The illustration displays the symbols used in this section.

Resource Configuration/Actions Resource Color Code
Q Critical Resource O Online
O* Resource Going Offline . Offline
‘f Resource Coming Online d Faulted
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Scenario: Resource with critical parent faults

The service group in the following example has five resources, of which resource
R1 is configured as a critical resource.

@ 2V
D
& &5

&y
GOy &5

When resource R2 faults, the fault is propagated up the dependency tree to
resource R1. When the critical resource R1 goes offline, VCS must fault the
service group and fail it over elsewhere in the cluster. VCS takes other resources
in the service group offline in the order of their dependencies. After taking
resources R3, R4, and R5 offline, VCS fails over the service group to another
node.

Scenario: Resource with non-critical parent faults

The service group in the following example does not have any critical resources.

When resource R2 faults, the engine propagates the failure up the dependency
tree. Neither resource R1 nor resource R2 are critical, so the fault does not result
in the tree going offline or in service group failover.
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Scenario: Resource with critical parent fails to come online

In the following example, when a command is issued to bring the service group
online, resource R2 fails to come online.

& Ot
&

VCS calls the Clean function for resource R2 and propagates the fault up the
dependency tree. Resource R1 is set to critical, so the service group is taken
offline and failed over to another node in the cluster.
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Controlling VCS behavior at the service group level

This section describes how you can configure service group attributes to modify
VCS behavior in response to resource faults.

About the AutoRestart attribute

If a persistent resource on a service group (GROUP_1) faults, VCS fails the
service group over to another system if the following conditions are met:

m  The AutoFailOver attribute is set.

m  Another system in the cluster exists to which GROUP_1 can fail over.

If neither of these conditions is met, GROUP_1 remains offline and faulted, even
after the faulted resource becomes online.

Setting the AutoRestart attribute enables a service group to be brought back
online without manual intervention. If no failover targets are available, setting
the AutoRestart attribute enables VCS to bring the group back online on the first
available system after the group’s faulted resource came online on that system.

For example, NIC is a persistent resource. In some cases, when a system boots
and VCS starts, VCS probes all resources on the system. When VCS probes the
NIC resource, the resource may not be online because the networking is not up
and fully operational. In such situations, VCS marks the NIC resource as faulted,
and does not bring the service group online. However, when the NIC resource
becomes online and if AutoRestart is enabled, the service group is brought
online.

Controlling failover on service group or system faults

The AutoFailOver attribute configures service group behavior in response to
service group and system faults.

The possible values include 0, 1, and 2. You can set the value of this attribute as
2 if you have enabled the HA/DR license and if the service group is a non-hybrid
service group.

0 VCS does not fail over the service group when a system or service group
faults.

If a fault occurs in a service group, the group is taken offline, depending on
whether any of its resources are configured as critical. If a system faults, the
service group is not failed over to another system.
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VCS automatically fails over the service group when a system or a service
group faults, provided a suitable node exists for failover.

The service group attributes SystemZones and FailOverPolicy impact the
failover behavior of the service group. For global clusters, the failover
decision is also based on the ClusterFailOverPolicy.

See “Service group attributes” on page 664.

VCS automatically fails over the service group only if another suitable node
exists in the same system zone.

If a suitable node does not exist in the same system zone, VCS brings the
service group offline, and generates an alert for administrator’s
intervention. You can manually bring the group online using the hagrp -
online command.

Note: If SystemZones attribute is not defined, the failover behavior is
similar to AutoFailOver=1.

Defining failover policies

The service group attribute FailOverPolicy governs how VCS calculates the
target system for failover. There are three possible values for FailOverPolicy:

Priority

RoundRobin

Load

VCS selects the system with the lowest priority as the failover
target. The Priority failover policy is ideal for simple two-node
clusters or small clusters with few service groups.

Priority is set in the SystemList attribute implicitly via ordering,
such as SystemList = {SystemA, SystemB} or explicitly, such as
SystemList = {SystemA=0, SystemB=1}. Priority is the default
behavior.

VCS selects the system running the fewest service groups as the
failover target. This policy is ideal for large clusters running
many service groups with similar server load characteristics (for
example, similar databases or applications)

The Load failover policy comprises the following components:

System capacity and service group load, represented by the
attributes Capacity and Load respectively.

System limits and service group prerequisites, represented by the
attributes Limits and Prerequisites, respectively.
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About system zones

The SystemZones attribute enables you to create a subset of systems to use in an
initial failover decision. This feature allows fine-tuning of application failover
decisions, and yet retains the flexibility to fail over anywhere in the cluster.

If the attribute is configured, a service group tries to stay within its zone before
choosing a host in another zone. For example, in a three-tier application
infrastructure with Web, application, and database servers, you could create two
system zones: one each for the application and the database. In the event of a
failover, a service group in the application zone will try to fail over to another
node within the zone. If no nodes are available in the application zone, the group
will fail over to the database zone, based on the configured load and limits.

In this configuration, excess capacity and limits on the database backend are
kept in reserve to handle the larger load of a database failover. The application
servers handle the load of service groups in the application zone. During a
cascading failure, the excess capacity in the cluster is available to all service
groups.

About load-based autostart

VCS provides a method to determine where a service group comes online when
the cluster starts. Setting the AutoStartPolicy to Load instructs the VCS engine,
HAD, to determine the best system on which to start the groups. VCS places
service groups in an AutoStart queue for load-based startup as soon as the
groups probe all running systems. VCS creates a subset of systems that meet all
prerequisites and then chooses the system with the highest AvailableCapacity.

Set AutoStartPolicy = Load and configure the SystemZones attribute to establish
a list of preferred systems on which to initially run a group.

Freezing service groups

Freezing a service group prevents VCS from taking any action when the service
group or a system faults. Freezing a service group prevents dependent resources
from going offline when a resource faults. It also prevents the Clean function
from being called on a resource fault.

You can freeze a service group when performing operations on its resources
from outside VCS control. This prevents VCS from taking actions on resources
while your operations are on. For example, freeze a database group when using
database controls to stop and start a database.
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Controlling Clean behavior on resource faults

The ManageFaults attribute specifies whether VCS calls the Clean function
when a resource faults. ManageFaults is a service group attribute; you can
configure each service group to operate as desired.

m If the ManageFaults attribute is set to ALL, VCS calls the Clean function
when a resource faults.

m  If the ManageFaults attribute is set to NONE, VCS takes no action on a
resource fault; it “hangs the service group until administrative action can be
taken. VCS marks the resource state as ADMIN_WAIT and does not fail over
the service group until the resource fault is removed and the ADMIN_WAIT
state is cleared.

VCS calls the resadminwait trigger when a resource enters the ADMIN_WAIT
state due to a resource fault if the ManageFaults attribute is set to NONE.
You can customize this trigger to provide notification about the fault.

See “resadminwait event trigger” on page 469.

When ManageFaults is set to none and one of the following events occur,
the resource enters the admin_wait state:

Event Resource state

The offline function did not complete within the ONLINE|ADMIN_WAIT
expected time.

The offline function was ineffective. ONLINE|ADMIN_WAIT
The online function did not complete within the OFFLINE|JADMIN_WAIT
expected time.

The online function was ineffective. OFFLINEJADMIN_WAIT
The resource was taken offline unexpectedly. OFFLINE|JADMIN_WAIT
For the online resource the monitor function ONLINE[MONITOR_TIM

consistently failed to complete within the expected EDOUT|ADMIN_WAIT
time.
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Clearing resources in the ADMIN_WAIT state

When VCS sets a resource in the ADMIN_WAIT state, it invokes the resadminwait
trigger according to the reason the resource entered the state.

See “resadminwait event trigger” on page 469.

To clear a resource

1

Take the necessary actions outside VCS to bring all resources into the
required state.

Verify that resources are in the required state by issuing the command:
hagrp -clearadminwait group -sys system

This command clears the ADMIN_WAIT state for all resources. If VCS

continues to detect resources that are not in the required state, it resets the

resources to the ADMIN_WAIT state.

If resources continue in the ADMIN_WAIT state, repeat step 1 and step 2, or
issue the following command to stop VCS from setting the resource to the
ADMIN_WAIT state:

hagrp -clearadminwait -fault group -sys system
This command has the following results:

m If the resadminwait trigger was called for reasons 0 or 1, the resource
state is set as ONLINE|UNABLE_TO_OFFLINE.

m If the resadminwait trigger was called for reasons 2, 3, or 4, the
resource state is set as FAULTED. Please note that when resources are set
as FAULTED for these reasons, the clean function is not called. Verify
that resources in ADMIN-WAIT are in clean, OFFLINE state prior to
invoking this command.

When a service group has a resource in the ADMIN_WAIT state, the following

service group operations cannot be performed on the resource: online,

offline, switch, and flush. Also, you cannot use the hastop command when
resources are in the ADMIN_WAIT state. When this occurs, you must issue the
hastop command with -force option only.
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Controlling fault propagation

The FaultPropagation attribute defines whether a resource fault is propagated
up the resource dependency tree. It also defines whether a resource fault causes
a service group failover.

m  If the FaultPropagation attribute is set to 1 (default), a resource fault is
propagated up the dependency tree. If a resource in the path is critical, the
service group is taken offline and failed over, provided the AutoFailOver
attribute is set to 1.

m  If the FaultPropagation is set to 0, resource faults are contained at the
resource level. VCS does not take the dependency tree offline, thus
preventing failover. If the resources in the service group remain online, the
service group remains in the PARTIAL|FAULTED state. If all resources are
offline or faulted, the service group remains in the OFFLINE| FAULTED state.

When a resource faults, VCS fires the resfault trigger and sends an SNMP trap.
The trigger is called on the system where the resource faulted and includes the
name of the faulted resource.

See“resfault event trigger” on page 470.



Customized behavior diagrams

Controlling VCS behavior
Controlling VCS behavior at the service group level

The illustrations in this section depict how the ManageFaults and
FaultPropagation attributes change VCS behavior when handling resource
faults The following illustration depicts the legends used in the section.

Resource Color Code

O Online
‘ Offline
d Faulted

Q/ Online | Admin_Wait
./ Offline | Admin_Wait

Scenario: Resource with a critical parent and

ManageFaults=NONE

The service group in the following example has five resources. The
ManageFaults attribute is set to NONE for resource R2.

G
DAD,
DRED

If resource R2 fails, the resource is marked as ONLINE|[ADMIN_WAIT. The Clean
function is not called for the resource. VCS does not take any other resource

offline.
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Scenario: Resource with a critical parent and
FaultPropagation=0

In the following example, the FaultPropagation attribute is set to 0.

(1 9
D
G D @D

When resource R2 faults, the Clean function is called and the resource is marked
as faulted. The fault is not propagated up the tree, and the group is not taken
offline.

VCS behavior for resources that support the intentional offline

functionality

Certain agents can identify when an application has been intentionally shut
down outside of VCS control.

For agents that support this functionality, if an administrator intentionally

shuts down an application outside of VCS control, VCS does not treat it as a

fault. VCS sets the service group state as offline or partial, depending on the
state of other resources in the service group.

This feature allows administrators to stop applications without causing a
failover. The feature is available for V51 agents.

About the IntentionalOffline attribute

To configure a resource to recognize an intentional offline of configured
application, set the IntentionalOffline attribute to 1. Set the attribute to its
default value of 0 to disable this functionality.

m If you set the attribute to 1: When the application is intentionally stopped
outside of VCS control, the resource enters an OFFLINE state.

m If you set the attribute to 0: When the application is intentionally stopped
outside of VCS control, the resource enters a FAULTED state.
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About the ExternalStateChanged attribute

Use the ExternalStateChanged attribute to control service group behavior in
response to a a configured application is intentionally started or stopped outside
of VCS control.

The attribute defines how VCS handles service group state when resources are
intentionally brought online or taken offline outside of VCS control.

The attribute can take the following values:

m  OnlineGroup: If the configured application is started outside of VCS control,
VCS brings the corresponding service group online. If you attempt to start
the application on a frozen node or service group, VCS brings the
corresponding service group online once the node or service group is
unfrozen.

m  OfflineGroup: If the configured application is stopped outside of VCS
control, VCS takes the corresponding service group offline.

m  OfflineHold: If a configured application is stopped outside of VCS control,
VCS sets the state of the corresponding VCS resource as offline. VCS does
not take any parent resources or the service group offline.

OfflineHold and OfflineGroup are mutually exclusive.

Controlling VCS behavior at the resource level

This section describes how you can control VCS behavior at the resource level.
Note that a resource is not considered faulted until the agent framework
declares the fault to the VCS engine.

About resource type attributes that control resource behavior

The following attributes affect how the VCS agent framework reacts to problems
with individual resources before informing the fault to the VCS engine.

About the RestartLimit attribute

The RestartLimit attribute defines whether VCS attempts to restart a failed
resource before informing the engine of the fault.

If the RestartLimit attribute is set to a non-zero value, the agent attempts to
restart the resource before declaring the resource as faulted. When restarting a
failed resource, the agent framework calls the Clean function before calling the
Online function. However, setting the ManageFaults attribute to NONE prevents
the Clean function from being called and prevents the Online function from
being retried.
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About the OnlineRetryLimit attribute

The OnlineRetryLimit attribute specifies the number of times the Online
function is retried if the initial attempt to bring a resource online is
unsuccessful.

When the OnlineRetryLimit set to a non-zero value, the agent framework calls
the Clean function before rerunning the Online function. Setting the
ManageFaults attribute to NONE prevents the Clean function from being called
and also prevents the Online operation from being retried.

About the Confinterval attribute

The ConfInterval attribute defines how long a resource must remain online
without encountering problems before previous problem counters are cleared.
The attribute controls when VCS clears the RestartCount, ToleranceCount and
CurrentMonitorTimeoutCount values.

About the ToleranceLimit attribute

The ToleranceLimit attribute defines the number of times the Monitor routine
should return an offline status before declaring a resource offline. This attribute
is typically used when a resource is busy and appears to be offline. Setting the
attribute to a non-zero value instructs VCS to allow multiple failing monitor
cycles with the expectation that the resource will eventually respond. Setting a
non-zero ToleranceLimit also extends the time required to respond to an actual
fault.

About the FaultOnMonitorTimeouts attribute

The FaultOnMonitorTimeouts attribute defines whether VCS interprets a
Monitor function timeout as a resource fault.

If the attribute is set to 0, VCS does not treat Monitor timeouts as a resource
faults. If the attribute is set to 1, VCS interprets the timeout as a resource fault
and the agent calls the Clean function to shut the resource down.

By default, the FaultOnMonitorTimeouts attribute is set to 4. This means that
the Monitor function must time out four times in a row before the resource is
marked faulted.

How VCS handles resource faults

This section describes the process VCS uses to determine the course of action
when a resource faults.
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VCS behavior when an online resource faults

In the following example, a resource in an online state is reported as being
offline without being commanded by the agent to go offline.

VCS first verifies the Monitor routine completes successfully in the required
time. If it does, VCS examines the exit code returned by the Monitor routine.
If the Monitor routine does not complete in the required time, VCS looks at
the FaultOnMonitorTimeouts (FOMT) attribute.

If FOMT=0, the resource will not fault when the Monitor routine times out.
VCS considers the resource online and monitors the resource periodically,
depending on the monitor interval.

If FOMT=1 or more, VCS compares the CurrentMonitorTimeoutCount
(CMTC) with the FOMT value. If the monitor timeout count is not used up,
CMTC is incremented and VCS monitors the resource in the next cycle.

If FOMT= CMTC, this means that the available monitor timeout count is
exhausted and VCS must now take corrective action.

If the ManageFaults attribute is set to NONE, VCS marks the resource as
ONLINE|ADMIN_WAIT and fires the resadminwait trigger. If the ManageFaults
attribute is set to ALL, the resource enters a GOING OFFLINE WAIT state. VCS
invokes the Clean function with the reason Monitor Hung.

If the Clean function is successful (that is, Clean exit code = 0), VCS
examines the value of the RestartLimit attribute. If Clean fails (exit code =
1), the resource remains online with the state UNABLE TO OFFLINE. VCS fires
the resnotoff trigger and monitors the resource again.

If the Monitor routine does not time out, it returns the status of the resource
as being online or offline.

If the ToleranceLimit (TL) attribute is set to a non-zero value, the Monitor
cycle returns offline (exit code = 100) for a number of times specified by the
ToleranceLimit and increments the ToleranceCount (TC). When the
ToleranceCount equals the ToleranceLimit (TC = TL), the agent declares the
resource as faulted.

If the Monitor routine returns online (exit code = 110) during a monitor
cycle, the agent takes no further action. The ToleranceCount attribute is
reset to 0 when the resource is online for a period of time specified by the
ConfInterval attribute.

If the resource is detected as being offline a number of times specified by
the ToleranceLimit before the ToleranceCount is reset (TC = TL), the
resource is considered failed.

After the agent determines the resource is not online, VCS checks the
Frozen attribute for the service group. If the service group is frozen, VCS
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declares the resource faulted and calls the resfault trigger. No further action
is taken.

If the service group is not frozen, VCS checks the ManageFaults attribute. If
ManageFaults=NONE, VCS marks the resource state as ONLINE|JADMIN_WAIT
and calls the resadminwait trigger. If ManageFaults=ALL, VCS calls the
Clean function with the CleanReason set to Unexpected Offline.

If the Clean function fails (exit code = 1) the resource remains online with
the state UNABLE TO OFFLINE. VCS fires the resnotoff trigger and monitors the
resource again. The resource enters a cycle of alternating Monitor and Clean
functions until the Clean function succeeds or a user intervenes.

If the Clean function is successful, VCS examines the value of the
RestartLimit (RL) attribute. If the attribute is set to a non-zero value, VCS
increments the RestartCount (RC) attribute and invokes the Online function.
This continues till the value of the RestartLimit equals that of the
RestartCount. At this point, VCS attempts to monitor the resource.

If the Monitor returns an online status, VCS considers the resource online and
resumes periodic monitoring. If the monitor returns an offline status, the
resource is faulted and VCS takes actions based on the service group
configuration.

VCS behavior when a resource fails to come online

In the following example, the agent framework invokes the Online function for
an offline resource. The resource state changes to WAITING TO ONLINE.

If the Online function times out, VCS examines the value of the
ManageFaults attribute.

If ManageFaults is set to NONE, the resource state changes to
OFFLINE|ADMIN_WAIT.

If ManageFaults is set to ALL, VCS calls the Clean function with the
CleanReason set to Online Hung.

If the Online function does not time out, VCS invokes the Monitor function.
The Monitor routine returns an exit code of 110 if the resource is online.
Otherwise, the Monitor routine returns an exit code of 100.

VCS examines the value of the OnlineWaitLimit (OWL) attribute. This
attribute defines how many monitor cycles can return an offline status
before the agent framework declares the resource faulted. Each successive
Monitor cycle increments the OnlineWaitCount (OWC) attribute. When
OWL= OWC (or if OWL= 0), VCS determines the resource has faulted.
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VCS then examines the value of the ManageFaults attribute. If the
ManageFaults is set to NONE, the resource state changes to
OFFLINE|ADMIN_WAIT.

If the ManageFaults is set to ALL, VCS calls the Clean function with the
CleanReason set to Online Ineffective.

If the Clean function is not successful (exit code = 1), the agent monitors the
resource. It determines the resource is offline, and calls the Clean function
with the Clean Reason set to Online Ineffective. This cycle continues till the
Clean function is successful, after which VCS resets the OnlineWaitCount
value.

If the OnlineRetryLimit (ORL) is set to a non-zero value, VCS increments the
OnlineRetryCount (ORC) and invokes the Online function. This starts the
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cycle all over again. If ORL = ORC, or if ORL = 0, VCS assumes that the
Online operation has failed and declares the resource as faulted.
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VCS behavior after a resource is declared faulted

After a resource is declared faulted, VCS fires the resfault trigger and examines
the value of the FaultPropagation attribute.

If FaultPropagation is set to 0, VCS does not take other resources offline, and
changes the group state to OFFLINE|FAULTED or PARTIAL|FAULTED. The service
group does not fail over.

If FaultPropagation is set to 1, VCS takes all resources in the dependent
path of the faulted resource offline, up to the top of the tree.

VCS then examines if any resource in the dependent path is critical. If no
resources are critical, the service group is left in its OFFLINE|FAULTED or
PARTIAL|FAULTED state. If a resource in the path is critical, VCS takes the all
resources in the service group offline in preparation of a failover.

If the AutoFailOver attribute is set to 0, the service group is not failed over; it
remains in a faulted state. If AutoFailOver is set to 1, VCS examines if any
systems in the service group’s SystemList are possible candidates for
failover. If no suitable systems exist, the group remains faulted and VCS
calls the nofailover trigger. If eligible systems are available, VCS examines
the FailOverPolicy to determine the most suitable system to which to fail
over the service group.
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m If FailOverPolicy is set to Load, a NoFailover situation may occur because of
restrictions placed on service groups and systems by Service Group
Workload Management.
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Disabling resources

Disabling a resource means that the resource is no longer monitored by a VCS
agent, and that the resource cannot be brought online or taken offline. The
agent starts monitoring the resource after the resource is enabled. The resource
attribute Enabled determines whether a resource is enabled or disabled. A
persistent resource can be disabled when all its parents are offline. A non-
persistent resource can be disabled when the resource is in an OFFLINE state.

When to disable a resource

Typically, resources are disabled when one or more resources in the service
group encounter problems and disabling the resource is required to keep the
service group online or to bring it online.

Note: Disabling a resource is not an option when the entire service group
requires disabling. In that case, set the service group attribute Enabled to 0.

To disable a resource
To disable the resource when VCS is running:
hares -modify resource_name Enabled 0

To have the resource disabled initially when VCS is started, set the resource’s
Enabled attribute to 0 in main.cf.

Limitations of disabling resources

When VCS is running, there are certain prerequisites to be met before the
resource is disabled successfully.

m  Anonline non-persistent resource cannot be disabled. It must be in a clean
OFFLINE state. (The state must be OFFLINE and IState must be NOT WAITING.)

m Ifitisa persistent resource and the state is ONLINE on some of the systems,
all dependent resources (parents) must be in clean OFFLINE state. (The state
must be OFFLINE and IState must be NOT WAITING)

Therefore, before disabling the resource you may be required to take it offline (if
it is non-persistent) and take other resources offline in the service group.
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Additional considerations for disabling resources

m  When a group containing disabled resources is brought online, the online
transaction is not propagated to the disabled resources. Children of the
disabled resource are brought online by VCS only if they are required by
another enabled resource.

®  You can bring children of disabled resources online if necessary.

m  When a group containing disabled resources is taken offline, the offline
transaction is propagated to the disabled resources.

The following figures show how a service group containing disabled resources is
brought online.
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In the figure above, Resource_3 is disabled. When the service group is brought
online, the only resources brought online by VCS are Resource_1 and
Resource_2 (Resource_2 is brought online first) because VCS recognizes
Resource_3 is disabled. In accordance with online logic, the transaction is not
propagated to the disabled resource.
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In the figure below, Resource_2 is disabled. When the service group is brought
online, resources 1, 3, 4 are also brought online (Resource_4 is brought online
first). Note Resource_3, the child of the disabled resource, is brought online
because Resource_1 is enabled and is dependent on it.
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How disabled resources affect group states

When a service group is brought online containing non-persistent, disabled
resources whose AutoStart attributes are set to 1, the group state is PARTIAL,
even though enabled resources with Autostart=1 are online. This is because the
disabled resource is considered for the group state.

To have the group in the ONLINE state when enabled resources with AutoStart set
to 1 are in ONLINE state, set the AutoStart attribute to O for the disabled, non-
persistent resources.
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Changing agent file paths and binaries

Changing agent file paths and binaries

By default, VCS runs agent binaries from the path $VCS_HOME/bin/
AgentName/AgentNameAgent. For example, /opt/VRTSvcs/bin/FileOnOff/
FileOnOffAgent.

You can instruct VCS to run a different set of agent binaries or scripts by
specifying values for the AgentFile and AgentDirectory attributes.

AgentFile— Specify a value for this attribute if the name of the agent binary
is not the same as that of the resource type.

For example, if the resource type is MyApplication and the agent binary is
called MyApp, set the AgentFile attribute to MyApp. For a script-base agent,
you could configure AgentFile as /opt/VRTSvcs/bin/ScriptAgent.

AgentDirectory— Specify a value for this attribute if the agent is not
installed at the default location.

When you specify the agent directory, VCS looks for the agent file
(AgentNameAgent) in the agent directory. If the agent file name does not
conform to the AgentNameAgent convention, configure the AgentFile
attribute.

For example, if the MyApplication agent is installed at /opt/VRTSvcs/bin/
CustomAgents/MyApplication, specify this path as the attribute value. If
the agent file is not named MyApplicationAgent, configure the AgentFile
attribute.

If you do not set these attributes and the agent is not available at its default
location, VCS looks for the agent at the /opt/VRTSagents/ha/bin/
AgentName/AgentNameAgent.

To change the path of an agent

L 4

Before configuring a resource for the agent, add AgentFile and
AgentDirectory as static attributes to the agent’s resource type.
haattr -add -static resource_type AgentFile \
"binary name"
haattr -add -static resource_ type AgentDirectory \
"complete_path to_agent_binary"
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VCS behavior on loss of storage connectivity

When a node loses connectivity to shared storage, input-output operations (I/0)
to volumes return errors and the disk group gets disabled. In this situation, VCS
must fail the service groups over to another node. This failover is to ensure that
applications have access to shared storage. The failover involves deporting disk
groups from one node and importing them to another node. However, pending I/
Os must complete before the disabled disk group can be deported.

Pending I/Os cannot complete without storage connectivity. VCS assumes data
is being read from or written to disks and does not declare the DiskGroup
resource as offline. This behavior prevents potential data corruption that may
be caused by the disk group being imported on two hosts. However, this also
means that service groups remain online on a node that does not have storage
connectivity and the service groups cannot be failed over unless an
administrator intervenes. This affects application availability.

Some Fibre Channel (FC) drivers have a configurable parameter called failover,
which defines the number of seconds for which the driver retries I/O commands
before returning an error. If you set the failover parameter to 0, the FC driver
retries I/O infinitely and does not return an error even when storage
connectivity is lost. This also causes the Monitor function for the DiskGroup to
time out and prevents failover of the service group unless an administrator
intervenes.

About disk group configuration and VCS behavior

Table 11-3 describes how the disk group state and the failover attribute define
VCS behavior when a node loses connectivity to shared storage.

Table 11-3 Disk group state and VCS behavior
Case DiskGroup Failover VCS Behavior on Loss of Storage Connectivity
State Attribute
1 Enabled N seconds Fails over service groups to another node.
2 Disabled N seconds DiskGroup resource remains online.

No failover.

3 Enabled 0 DiskGroup resource remains in monitor timed out
state.

No failover.

4 Disabled 0 DiskGroup resource remains online.

No failover.
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How VCS attributes control behavior on loss of storage connectivity

If you use I/0 fencing, you can configure VCS attributes to ensure that a node
panics on losing connectivity to shared storage. The panic causes service groups
to fail over to another node.

A system reboot or shutdown could leave the system in a hung state because the
operating system cannot dump the buffer cache to the disk. The panic operation
ensures that VCS does not wait for I/Os to complete before triggering the
failover mechanism, thereby ensuring application availability. However, you
might have to perform a file system check when you restart the node.

The following attributes define VCS behavior on loss of storage connectivity:—

PanicSystemOnDGLoss Applies to the DiskGroup resource and defines whether the
agent panics the system when storage connectivity is lost.

FaultOnMonitorTimeouts The number of consecutive monitor timeouts after which VCS
calls the Clean function to mark the resource as FAULTED or
restarts the resource.

If you set the attribute to 0, VCS does not treat a Monitor
timeout as a resource fault. By default, the attribute is set to
4. This means that the Monitor function must time out four
times in a row before VCS marks the resource faulted.

When the Monitor function for the DiskGroup agent times
out, (case 3 in the table above), the FaultOnMonitorTimeouts
attribute defines when VCS interprets the resource as faulted
and invokes the Clean function. If the CleanReason is
"monitor hung", the system panics.
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About VCS behavior when a disk group is disabled

Figure 11-6 describes VCS behavior for a disabled diskgroup.

Figure 11-6 VCS behavior when a disk group is disabled
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Recommendations to ensure application availability

Symantec makes the following recommendations to ensure application

availability and data integrity when a node loses connectivity to shared storage.

Do not set the failover attribute for the FC driver to 0.

However, if you do set the failover attribute to 0, set the
FaultOnMonitorTimeouts value for the DiskGroup resource type to a finite
value.

If you use I/O fencing, set the PanicSystemOnDGLoss attribute for the
DiskGroup resource to 1. This ensures that the system panics when it loses
connectivity to shared storage, and causes applications to fail over to
another node. The failover ensures application availability, while I/0
fencing ensures data integrity.
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Service group workload management

Workload management is a load-balancing mechanism that determines which
system hosts an application during startup, or after an application or server
fault.

Service Group Workload Management provides tools for making intelligent
decisions about startup and failover locations, based on system capacity and
resource availability.

Enabling service group workload management

The service group attribute FailOverPolicy governs how VCS calculates the
target system for failover. Set FailOverPolicy to Load to enable service group
workload management.

See “Controlling VCS behavior at the resource level” on page 389

About system capacity and service group load

The Load and Capacity construct allows the administrator to define a fixed
amount of resources a server provides (Capacity), and a fixed amount of
resources a specific service group is expected to utilize (Load).

The system attribute Capacity sets a fixed load-handling capacity for servers.
Define th