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Technical Support

Symantec Technical Support maintains support centers globally. Technical
Support’s primary role is to respond to specific queries about product features
and functionality. The Technical Support group also creates content for our online
Knowledge Base. The Technical Support group works collaboratively with the
other functional areas within Symantec to answer your questions in a timely
fashion. For example, the Technical Support group works with Product Engineering
and Symantec Security Response to provide alerting services and virus definition
updates.

Symantec’s maintenance offerings include the following:

m A range of support options that give you the flexibility to select the right
amount of service for any size organization

m Telephone and Web-based support that provides rapid response and
up-to-the-minute information

m Upgrade assurance that delivers automatic software upgrade protection
m Global support that is available 24 hours a day, 7 days a week
m Advanced features, including Account Management Services

For information about Symantec’s Maintenance Programs, you can visit our Web
site at the following URL:

www.symantec.com/business/support/index.jsp

Contacting Technical Support

Customers with a current maintenance agreement may access Technical Support
information at the following URL:

www.symantec.com/business/support/contact_techsupp_static.jsp

Before contacting Technical Support, make sure you have satisfied the system
requirements that are listed in your product documentation. Also, you should be
at the computer on which the problem occurred, in case it is necessary to replicate
the problem.

When you contact Technical Support, please have the following information
available:

m Product release level
m Hardware information
m Available memory, disk space, and NIC information

m Operating system
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m Version and patch level
m Network topology
m Router, gateway, and IP address information
m Problem description:
m Error messages and log files
m Troubleshooting that was performed before contacting Symantec

m Recent software configuration changes and network changes

Licensing and registration

If your Symantec product requires registration or a license key, access our technical
support Web page at the following URL:

customercare.symantec.com

Customer service
Customer service information is available at the following URL:
www.symantec.com/customercare
Customer Service is available to assist with the following types of issues:
m Questions regarding product licensing or serialization
m Product registration updates, such as address or name changes
m General product information (features, language availability, local dealers)
m Latest information about product updates and upgrades
m Information about upgrade assurance and maintenance contracts
m Information about the Symantec Buying Programs
m Advice about Symantec's technical support options
m Nontechnical presales questions

m Issues that are related to CD-ROMs or manuals

Documentation feedback

Your feedback on product documentation is important to us. Send suggestions
for improvements and reports on errors or omissions. Include the title and
document version (located on the second page), and chapter and section titles of
the text on which you are reporting. Send feedback to:

sfha_docs@symantec.com
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Maintenance agreement resources

If you want to contact Symantec regarding an existing maintenance agreement,
please contact the maintenance agreement administration team for your region

as follows:

Asia-Pacific and Japan customercare_apac@symantec.com
Europe, Middle-East, and Africa semea@symantec.com

North America and Latin America supportsolutions@symantec.com

Additional enterprise services

Symantec offers a comprehensive set of services that allow you to maximize your
investment in Symantec products and to develop your knowledge, expertise, and
global insight, which enable you to manage your business risks proactively.

Enterprise services that are available include the following:

Symantec Early Warning Solutions These solutions provide early warning of cyber attacks, comprehensive threat
analysis, and countermeasures to prevent attacks before they occur.

Managed Security Services These services remove the burden of managing and monitoring security devices
and events, ensuring rapid response to real threats.

Consulting Services Symantec Consulting Services provide on-site technical expertise from
Symantec and its trusted partners. Symantec Consulting Services offer a variety
of prepackaged and customizable options that include assessment, design,
implementation, monitoring, and management capabilities. Each is focused on
establishing and maintaining the integrity and availability of your IT resources.

Educational Services Educational Services provide a full array of technical training, security
education, security certification, and awareness communication programs.
To access more information about Enterprise services, please visit our Web site
at the following URL:
www.symantec.com

Select your country or language from the site index.
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Introducing VCS

This chapter includes the following topics:
m About Veritas Cluster Server

m About VCS basics

m About Veritas product licensing

m About VCS features

m About VCS optional components

About Veritas Cluster Server

Veritas™ Cluster Server by Symantec is a high-availability solution for cluster
configurations. Veritas Cluster Server (VCS) monitors systems and application
services, and restarts services when hardware or software fails.

About VCS basics

A single VCS cluster consists of multiple systems that are connected in various
combinations to shared storage devices. When a system is part of a VCS cluster,
it is a node. VCS monitors and controls applications running in the cluster on
nodes, and restarts applications in response to a variety of hardware or software
faults.

Applications can continue to operate with little or no downtime. In some cases,
such as NFS, this continuation is transparent to high-level applications and users.
In other cases, a user might have to retry an operation, such as a Web server
reloading a page.

Figure 1-1illustrates a typical VCS configuration of four nodes that are connected
to shared storage.
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Figure 1-1 Example of a four-node VCS cluster

Client workstation Client workstation

Public network
VCS private
network

Shared storage

VCS nodes

Client workstations receive service over the public network from applications
running on VCS nodes. VCS monitors the nodes and their services. VCS nodes in
the cluster communicate over a private network.

VCS configuration files are as follows:
m main.cf—Defines the cluster, including services groups and resources.
m types.cf—Defines the resource types.

m /etc/default/vcs—Defines the startup and the shutdown behavior of VCS during
system reboot and shutdown.

The main.cf and types.cf files reside in the /etc/VRTSvcs/conf/config folder by
default.

See “About the VCS configuration files” on page 298.

About multiple nodes

VCS runs in a replicated state on each node in the cluster. A private network
enables the nodes to share identical state information about all resources. The
private network also recognizes active nodes, the nodes that join or leave the
cluster, and failed nodes. The private network requires two communication
channels to guard against network partitions.
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About shared storage

A VCS hardware configuration typically consists of multiple nodes that are
connected to shared storage through I/O channels. Shared storage provides
multiple systems with an access path to the same data. It also enables VCS to
restart applications on alternate nodes when a node fails, which ensures high
availability.

VCS nodes can only access physically-attached storage.

Figure 1-2 illustrates the flexibility of VCS shared storage configurations.

Figure 1-2 Two examples of shared storage configurations
Fully shared storage Distributed shared storage
S

About LLT and GAB

VCS uses two components, LLT and GAB, to share data over private networks
among systems. These components provide the performance and reliability that
VCS requires.

LLT (Low Latency Transport) provides fast, kernel-to-kernel communications,
and monitors network connections.

LLT configuration files are as follows:
m /etc/llthosts—lists all the nodes in the cluster

m /etc/llttab—describes the local system’s private network links to the other
nodes in the cluster

GAB (Group Membership and Atomic Broadcast) provides the global message
order that is required to maintain a synchronized state among the nodes. It
monitors disk communications such as the VCS heartbeat utility. The /etc/gabtab
file is the GAB configuration file.

LLT and GAB initialization configuration files include:
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m /etc/default/Ilt
m /etc/default/gab
See “About the LLT and GAB configuration files” on page 295.

About network channels for heartbeating

For the VCS private network, two network channels must be available to carry
heartbeat information. These network connections also transmit other VCS-related
information.

Each AIX cluster configuration requires at least two network channels between
the systems. The requirement for two channels protects your cluster against
network partitioning. For more information on network partitioning, refer to the
Veritas Cluster Server Administrator's Guide.

Figure 1-3 illustrates a two-node VCS cluster where the nodes galaxy and nebula
have two private network connections.

Figure 1-3 Two Ethernet connections connecting two nodes

VCS private network: two

ethernet connections l

W

Shared disks

galaxy nebula

Public network

About preexisting network partitions

A preexisting network partition refers to a failure in the communication channels
that occurs while the systems are down and VCS cannot respond. When the systems
start, VCS seeding reduces vulnerability to network partitioning, regardless of
the cause of the failure.

About VCS seeding

To protect your cluster from a preexisting network partition, VCS uses a seed. A
seed is a function of GAB that determines whether or not all nodes have joined a
cluster. For this determination, GAB requires that you declare the number of
nodes in the cluster. Note that only seeded nodes can run VCS.

GAB automatically seeds nodes under the following conditions:
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m An unseeded node communicates with a seeded node
m All nodes in the cluster are unseeded but can communicate with each other

When the last system starts and joins the cluster, the cluster seeds and starts VCS
on all nodes. You can then bring down and restart nodes in any combination.
Seeding remains in effect as long as at least one instance of VCS is running
somewhere in the cluster.

Perform a manual seed to run VCS from a cold start when one or more systems
of the cluster are unavailable. VCS does not start service groups on a system until
it has a seed.

About Veritas product licensing

This release of the Veritas products introduces the option to install without a
license key. The keyless license strategy does not eliminate the need to obtain a
license. A software license is a legal instrument governing the usage or
redistribution of copyright protected software. The administrator and company
representatives must ensure that a server or cluster is entitled to the license level
for the products installed. Symantec reserves the right to ensure entitlement and
compliance through auditing.

If you encounter problems while licensing this product, visit the Symantec
licensing support website.

The Veritas product installer prompts you to select one of the following licensing
methods:

m Install a license key for the product and features that you want to install.
When you purchase a Symantec product, you receive a License Key certificate.
The certificate specifies the product keys and the number of product licenses
purchased.

m Continue to install without a license key.
The installer prompts for the product modes and options that you want to
install, and then sets the required product level.
Within 60 days of choosing this option, you must install a valid license key
corresponding to the license level entitled or continue with keyless licensing
by managing the server or cluster with a management server. If you do not
comply with the above terms, continuing to use the Veritas product is a
violation of your end user license agreement, and results in warning messages.
For more information about keyless licensing, see the following URL:
http://go.symantec.com/sfhakeyless
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If you upgrade to this release from a prior release of the Veritas software, the
product installer does not change the license keys that are already installed. The
existing license keys may not activate new features in this release.

If you upgrade with the product installer, or if you install or upgrade with a method
other than the product installer, you must do one of the following to license the
products:

m Run the vxkeyless command to set the product level for the products you
have purchased. This option also requires that you manage the server or cluster
with a management server.

See “Setting or changing the product level for keyless licensing” on page 192.
See the vxkeyless (1m) manual page.

m Usethe vxlicinst command to install a valid product license key for the 5.1
products you have purchased.
See the vxlicinst (1m) manual page.

You can also use the above options to change the product levels to another level
that you are authorized to use. For example, you can add the replication option

to the installed product. You must ensure that you have the appropriate license
for the product level and options in use.

Note: In order to change from one product stack to another, additional steps may
be required.

We recommend updating to keyless licensing for the following reasons:
m enables 5.1 functionality.

m allows you to change the product level easily.

About VCS features

You can use the Veritas Operation Services to assess your setup for VCS
installation.

See “About Veritas Operations Services” on page 27.

VCS offers the following features that you can configure during VCS configuration:

VCS notifications See “About VCS notifications” on page 27.
VCS global clusters See “About global clusters” on page 28.

1/0 fencing See “About I/0 fencing” on page 28.
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About Veritas Operations Services

Veritas Operations Services (VOS) is a Web-based application that is designed
specifically for Veritas CommandCentral and Veritas Storage Foundation and
High Availability products. VOS increases operational efficiency and helps improve
application availability.

VOS automates and simplifies administrator tasks, including:
m Determining if systems are ready to install or upgrade Veritas products
m Gathering deployment and usage information on Veritas products
m Receiving notifications about the latest updates for:
m Patches
m Hardware Compatibility Lists (HCLs)
m Array Support Libraries (ASLs)
m Array Policy Modules (APMs)

m Determining whether your Veritas product configurations conform to best
practices

m Managing server and environmental configuration data from a single Website
m Interpreting Unified Message Identifier (UMI) codes and their solutions

m Identifying and downloading patches for Veritas products

To access VOS, go to:

http://vos.symantec.com/

About VCS notifications

You can configure both SNMP and SMTP notifications for VCS. Symantec
recommends you to configure one of these notifications. You have the following
options:

m Configure SNMP trap notification of VCS events using the VCS Notifier
component

m Configure SMTP email notification of VCS events using the VCS Notifier
component.

See the Veritas Cluster Server Administrator’s Guide.


http://vos.symantec.com/
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About global clusters

Global clusters provide the ability to fail over applications between geographically
distributed clusters when disaster occurs. You require a separate license to
configure global clusters. You must add this license during the installation. The
installer only asks about configuring global clusters if you have used the global
cluster license.

See the Veritas Cluster Server Administrator's Guide.

About I/0 fencing

I/0 fencing protects the data on shared disks when nodes in a cluster detect a
change in the cluster membership that indicates a split-brain condition.

See the Veritas Cluster Server Administrator's Guide.

The fencing operation determines the following:

m The nodes that must retain access to the shared storage
m The nodes that must be ejected from the cluster

This decision prevents possible data corruption. The installvcs program installs
the VCSI/0 fencing driver, VRTSvxfen. To protect data on shared disks, you must
configure I/O fencing after you install and configure VCS.

I/0 fencing technology uses coordination points for arbitration in the event of a
network partition.

You can configure I/O fencing to use one or both of the following components as
coordination points:

Coordinator disk I/0 fencing that uses coordinator disks is referred
to as disk-based I/O fencing.

Disk-based I/0 fencing ensures data integrity in
a single cluster.

Coordination point server (CP server) I/0 fencing that uses at least one CP server system
is referred to as server-based I/0O fencing.

Server-based I/O fencing ensures data integrity
in multiple clusters.
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Note: Symantec recommends that you use I/O fencing to protect your cluster
against split-brain situations.

About VCS optional components

You can add the following optional components to VCS:

Symantec Product See “About Symantec Product Authentication Service
Authentication Service (AT)” on page 29.

Veritas Cluster Server See “About Veritas Cluster Server Management Console”
Management Console on page 30.

Cluster Manager (Java console)  See “About Cluster Manager (Java Console)” on page 30.

VCS Simulator See “About VCS Simulator” on page 30.

To configure most optional components, install all filesets when the installation
program prompts you. Note that most consoles are separate downloads.

About Symantec Product Authentication Service (AT)

VCS uses Symantec Product Authentication Service (AT) to provide secure
communication between cluster nodes and clients. It uses digital certificates for
authentication and SSL to encrypt communication over the public network to
secure communications.

AT uses the following brokers to establish trust relationship between the cluster
components:

m Root broker
A root broker serves as the main registration and certification authority; it
has a self-signed certificate and can authenticate other brokers. The root
broker is only used during initial creation of an authentication broker.
Aroot broker on a stable external system can serve multiple clusters. Symantec
recommends that you install a single root broker on a utility system. The utility
system, such as an email server or domain controller, can be highly available.
You can also configure one of the nodes in the VCS cluster to serve as a root
and an authentication broker.

m Authentication brokers
Authentication brokers serve as intermediate registration and certification
authorities. Authentication brokers have root-signed certificates. Each node
in VCS serves as an authentication broker.
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See Symantec Product Authentication Service documentation for more
information.

See “Preparing to configure the clusters in secure mode” on page 77.

About Cluster Manager (Java Console)

Cluster Manager (Java Console) offers complete administration capabilities for
your cluster. Use the different views in the Java Console to monitor clusters and
VCS objects, including service groups, systems, resources, and resource types.

You can download the console from http://go.symantec.com/vcsmec.

Symantec also offers the Veritas Cluster Server (VCS) Management Console to
manage clusters.

See “About Veritas Cluster Server Management Console” on page 30.

See Veritas Cluster Server Administrator's Guide.

About Veritas Cluster Server Management Console

Veritas Cluster Server Management Console is a high availability management
solution that enables monitoring and administering clusters from a single Web
console.

You can configure Veritas Cluster Server Management Console to manage multiple
clusters.

Refer to the Veritas Cluster Server Management Console Implementation Guide
for installation, upgrade, and configuration instructions.

For information on updates and patches for VCS Management Console, see
http://seer.entsupport.symantec.com/docs/308405.htm.

To download the most current version of VCS Management Console, go to
http://www.symantec.com/business/cluster-server and click Utilities.

About VCS Simulator

VCS Simulator enables you to simulate and test cluster configurations. Use VCS
Simulator to view and modify service group and resource configurations and test
failover behavior. VCS Simulator can be run on a stand-alone system and does
not require any additional hardware. VCS Simulator can be installed only a
Windows operating system.

VCS Simulator runs an identical version of the VCS High Availability Daemon
(HAD) as in a cluster, ensuring that failover decisions are identical to those in an
actual cluster.


http://go.symantec.com/vcsmc
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You can test configurations from different operating systems using VCS Simulator.

For example, you can run VCS Simulator on a Windows system and test VCS
configurations for Windows, Linux, and Solaris clusters. VCS Simulator also
enables creating and testing global clusters.

You can administer VCS Simulator from the Java Console or from the command
line.

To download VCS Simulator, go to
http://www.symantec.com/business/cluster-server and click Utilities.
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Planning to install VCS

This chapter includes the following topics:
m VCS installation requirements
m VCS installation methods

m Typical VCS cluster setup models

VCS installation requirements

You can install VCS on clusters of up to 32 systems. Every node where you want
to install VCS must meet the hardware and the software requirements.

This is document version 5.1.0. Before you continue, make sure that you are using
the current version of this guide. It is online at:

http://sfdoccentral.symantec.com/sf/5.1/aix/pdf/vcs_install.pdf

For important updates regarding this release, review the Late-Breaking News
TechNote on the Symantec Technical Support website:

http://entsupport.symantec.com/docs/334998

The hardware compatibility list contains information about supported hardware
and is updated regularly. For the latest information on supported hardware visit
the following URL:

http://entsupport.symantec.com/docs/330441

Before installing or upgrading Veritas Cluster Server, review the current
compatibility list to confirm the compatibility of your hardware and software.

Hardware requirements

Table 2-1 lists the hardware requirements for a VCS cluster.


http://sfdoccentral.symantec.com/sf/5.1/aix/pdf/vcs_install.pdf
http://entsupport.symantec.com/docs/334998
http://entsupport.symantec.com/docs/330441
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Table 2-1

Hardware requirements for a VCS cluster

Item

Description

VCS nodes

1 to 32 systems

DVD drive

One drive in a system that can communicate to all the nodes in the
cluster.

Disks

Typical VCS configurations require that shared disks support the
applications that migrate between systems in the cluster.

The VCS I/0 fencing feature requires that all data and coordinator
disks support SCSI-3 Persistent Reservations (PR).

Disk space

Note: VCS may require more temporary disk space during installation
than the specified disk space.

Ethernet
controllers

In addition to the built-in public Ethernet controller, VCS requires at
least one more Ethernet interface per system. Symantec recommends
two additional interfaces.

You can also configure aggregated interfaces.

Symantec recommends that you turn off the spanning tree on the LLT
switches, and set port-fast on.

Fibre Channel or
SCSI host bus
adapters

Typical VCS configuration requires at least one SCSI or Fibre Channel
Host Bus Adapter per system for shared data disks.

RAM

Each VCS node requires at least 256 megabytes.

Required disk space

Table 2-2 shows the approximate disk space usage for Veritas Cluster Server

filesets.

Table 2-2 Disk space requirements and totals
Packages / Jusr /opt /var
Minimal 4 MB 28 MB 492 MB 1 MB
Recommended 4 MB 28 MB 503 MB 1 MB
All 4 MB 28 MB 545 MB 1 MB
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Note: When you use the uninstall program to uninstall VCS, ensure that 490 MB
of disk space is available in /var/tmp.

Supported AlX operating systems

This section lists the supported operating systems for this release of Veritas
products.

Product installation scripts verify the required update levels. The installation
process terminates if the target systems do not meet the maintenance level
requirements.

For any Veritas cluster product, all nodes in the cluster must have the same
operating system version and update level.

The minimum system requirements for this release are as follows:
AIX 5.3 at one of the following levels:

m TL7 with SP6

m TL8 with SP4

m or any higher TLs.

ATX 6.1 at one of the following levels:

m TLO with SP6

m TLI1 with SP2

m or any higher TLs.

For important updates regarding this release, review the Late-Breaking News
TechNote on the Symantec Technical Support website:

http://entsupport.symantec.com/docs/334998

Required AIX patches for VCS

Before you install your Symantec products on AIX 5.3 or 6.1, read the following
TechNote and perform the instructions in it:

http://entsupport.symantec.com/docs/334998

Required Solaris patches for VCS

Before you install your Symantec products on Solaris, read the following TechNote
and perform the instructions in it:

http://entsupport.symantec.com/docs/334829
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Supported software
VCS supports the following volume managers and file systems:
m Logical Volume Manager (LVM)

m Journaled File System (JFS) and Enhanced Journaled File System (JFS2) on
LVM

m Veritas Storage Foundation (SF): Veritas Volume Manager (VxVM) with Veritas
File System (VXFS)

VCS 5.1 supports the following versions of SF:
m SF5.0 MP3
m VxVM 5.0 with VxFS 5.0
m VxVM 5.0 MP1 with VxFS 5.0 MP1
m VxVM 5.0 MP1 Update 1 with VXFS 5.0 MP1 Updatel (AIX 6.1 only)
m VxVM 5.0 MP3 with VxXFS 5.0 MP3
m SF5.1
m VxVM 5.1 with VxFS 5.1

Note: VCS supports the previous version of SF and the next version of SF to
facilitate product upgrades.

|/0 fencing requirements

Depending on whether you plan to configure disk-based fencing or server-based
fencing, make sure that you meet the requirements for coordination points:

m Coordinator disks
See “Coordinator disk requirements for I/O fencing” on page 37.

m CP servers
See “CP server requirements” on page 37.

To configure disk-based fencing or to configure server-based fencing with at least
one coordinator disk, make sure a version of Veritas Volume Manager (VxVM)
that supports SCSI-3 persistent reservations (SCSI-3 PR) is installed on the VCS
cluster.

See the Veritas Storage Foundation and High Availability Installation Guide.
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Coordinator disk requirements for 1/0 fencing

Make sure that the I/O fencing coordinator disks meet the following requirements:

For disk-based I/O fencing, you must have three coordinator disks.

The coordinator disks can be raw devices, DMP devices, or iSCSI devices.
You must use DMP disk policy for iSCSI-based coordinator disks.

For the latest information on supported hardware visit the following URL:
http://entsupport.symantec.com/docs/283161

Each of the coordinator disks must use a physically separate disk or LUN.

Symantec recommends using the smallest possible LUNs for coordinator disks.

Each of the coordinator disks should exist on a different disk array, if possible.

The coordinator disks must support SCSI-3 persistent reservations.

Symantec recommends using hardware-based mirroring for coordinator disks.

Coordinator disks must not be used to store data or must not be included in
disk groups that store user data.

Coordinator disks cannot be the special devices that array vendors use. For
example, you cannot use EMC gatekeeper devices as coordinator disks.

CP server requirements

The following requirements must be met for a CP server installation:

CP server hardware-specific requirements
OS requirements
Networking requirements (and recommendations)

Security requirements

For the basic hardware requirements for the VCS/SFHA cluster to host the CP

server, refer to the appropriate VCS or SFHA installation and configuration guide.

Table 2-3 lists additional requirements for hosting the CP server.
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Table 2-3 CP server hardware requirements
Hardware required Description
Disk space To host the CP server on a VCS cluster or SFHA cluster, each

host requires the following file system space:

m 550 MBin the /opt directory (additionally, the language
pack requires another 15 MB)

m 300 MBin /usr

m 20MBin /var

Storage When CP server is hosted on an SFHA cluster, there must
be shared storage between the CP servers.

RAM Each CP server requires at least 512 MB.
CP server to client node A secure TCP/IP connection is required to connect the CP
physical link server(s) to the VCS cluster.

Table 2-4 displays the CP server supported operating systems and versions.

Table 2-4 CP server supported operating systems and versions
CP server Operating system and version
CP server hosted on a VCS single node m Solaris 9 (SPARC)
cluster or m Solaris 10 (SPARC or x86)
CP server hosted on an SFHA cluster m Linux (RHEL5, SLES10, SLES11)

For networking requirements, Symantec recommends that network access from
the VCS clusters to the CP servers should be made highly-available and redundant.
The network connections require either a secure LAN or VPN.

The CP server uses the TCP/IP protocol to connect to and communicate with the
VCS cluster(s) by these network paths. The CP server listens for messages from
the VCS cluster(s) using TCP port 14250. This is the default port that can be
changed during a CP server configuration.

Note: The CP server supports either Internet Protocol version 4 or version 6 (IPv4
or IPv6 addresses) when communicating with the VCS clusters. If the CP server
is configured to use an IPv6 virtual IP address, then the VCS clusters should also
be on the IPv6 network where the CP server is being hosted.

When placing the CP server (s) within a specific network configuration, the number
of hops from the different VCS cluster nodes to the CP server (s) should be taken
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into consideration. As a best practices procedure, Symantec recommends that the
number of hops from the different VCS cluster nodes to the CP server(s) should
be equal. This ensures that if an event occurs that results in an I/0 fencing
scenario, there is no bias in the race due to the number of hops between the nodes.

For secure communications between the VCS cluster and CP server, be sure to
consider the following requirements and suggestions:

m If securityis configured, both VCS and the customized fencing framework can
use secure channels for communication. Configuring VCS in secure mode and
CP server or VCS cluster in non-secure mode is supported, but configuring
VCS in non-secure mode and CP server in secure mode is not supported.

m In a secure communication environment, all CP servers that are used by the
VCS cluster must be configured with security enabled. A configuration where
the VCS cluster uses some CP servers running with security enabled and other
CP servers running with security disabled is not supported.

m The CP server and VCS clusters should also use the same root broker. If the
same root broker is not being used, then trust can be established between the
cluster nodes and CP server for the secure communication. Trust can be
established by the installer when configuring fencing.

m For non-secure communication between CP server and VCS clusters, there is
no need to configure Symantec Product Authentication Service. In non-secure
mode, authorization is still provided by CP server for the VCS cluster users.
The authorization that is performed only ensures that authorized users can
perform appropriate actions as per their user privileges on the CP server.

For additional information, see Veritas Cluster Server Administrator's Guide.

VCS installation methods

Table 2-5 lists the different methods you can choose to install and configure VCS:
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Table 2-5 VCS installation methods

Method

Description

Interactive installation using the
script-based installer

You can use one of the following script-based
installers:

m Veritas product installer
Use to install and configure multiple Veritas
products.

m installvcs program
Use to install and configure just VCS.

The script-based installer asks you a series of

questions and installs and configures VCS based
on the information you provide.

Interactive installation using the
web-based installer

You can use a web-interface to install and
configure VCS.

Automated installation using the VCS
response files

At the end of each successful simulated or actual
installation and configuration, the installer
creates response files. You can use these response
files to perform multiple installations to set up a
large VCS cluster.

Manual installation using the AIX
commands and utilities

You can install VCS using the operating system
installp command and then manually configure
VCS.

You can also install VCS using the NIM utility.

About the VCS installation program

You can access the installvcs program from the command line or through the

Veritas product installer.

The VCS installation program is interactive and manages the following tasks:

m Licensing VCS

m Installing VCS filesets on multiple cluster systems

m Configuring VCS, by creating several detailed configuration files on each

system

m Starting VCS processes

You can choose to configure different optional features, such as the following:

m SNMP and SMTP notification
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m The Symantec Product Authentication Services feature
m The wide area Global Cluster feature

Review the highlights of the information for which installvcs program prompts
you as you proceed to configure.

See “About preparing to install VCS” on page 51.

The uninstallvces program, a companion to installves program, uninstalls VCS
filesets.

Features of the script-based installer

The script-based installer supports installing, configuring, upgrading, and
uninstalling VCS. In addition, the script-based installer also provides command
options to perform the following tasks:

m Check the systems for VCS installation requirements.
See “Performing automated preinstallation check” on page 62.

m Upgrade VCS if a previous version of VCS currently runs on a cluster.
See “Upgrading VCS using the script-based installer” on page 238.

m Start or stop VCS processes
See “Starting and stopping processes for the Veritas products ” on page 416.

m Enable or disable a cluster to run in secure mode using Symantec Product
Authentication Service (VXAT)

See the Veritas Cluster Server Administrator’s Guide.

m Configure I/O fencing for the clusters to prevent data corruption
See “Setting up disk-based I/O fencing using installvcs program” on page 129.
See “Setting up server-based I/O fencing using installvcs program” on page 137.

m Create a single-node cluster
See “Creating a single-node cluster using the installer program” on page 398.

m Add a node to an existing cluster
See “Adding nodes using the VCS installer” on page 331.

m Create an installp_bundle to install VCS using the NIM utility.
See “Installing VCS using NIM and the installer” on page 194.

m Perform automated installations using the values that are stored in a
configuration file.
See “Installing VCS using response files” on page 161.
See “Configuring VCS using response files” on page 167.
See “Upgrading VCS using response files” on page 257.



42

Planning to install VCS

VCS installation methods

Interacting with the installvcs program

As you run the program, you are prompted to answer yes or no questions. A set
of responses that resemble [y, n, q, ?] (y) typically follow these questions. The
response within parentheses is the default, which you can select by pressing the
Enter key. Enter the ? character to get help to answer the prompt. Enter q to quit
the installation.

Installation of VCS filesets takes place only after you have confirmed the
information. However, you must remove the partially installed VCS files before
you run the installvcs program again.

During the installation, the installer prompts you to type information. The installer
expects your responses to be within a certain range or in a specific format. The
installer provides examples. If you are prompted to enter an item from a list, enter
your selection exactly as it is shown in the list.

The installer also prompts you to answer a series of questions that are related to
a configuration activity. For such questions, you can enter the b character to
return to the first prompt in the series. When the installer displays a set of
information items you have entered, you are prompted to confirm it. If you answer
n, the program lets you reenter all of the information for the set.

You can install the VCS Java Console on a single system, which is not required to
be part of the cluster. Note that the installvcs program does not install the VCS
Java Console.

About the Web-based installer

The Web-based installer is a convenient GUI method to install the Veritas products.
The Web-based installer also enables you to configure the product and verify
preinstallation requirements.

The webinstaller script is used to start and stop the Veritas XPortal Server
xprtld process. The webinstaller script can also be used to check the status of
the XPortal Server.

When the webinstaller script starts the xprt1d process, the script displays a
URL. Use this URL to access the Web-based installer from a Web browser such as
Internet Explorer or FireFox.

The Web installer creates log files whenever the Web installer is operating. While
the installation processes are operating, the log files are located in a session-based
directory under the /var/tmp directory. After the install process completes, the
log files are located in the /opt /VRTS/install/logs directory. It is recommended
that you keep the files for auditing, debugging, and future use.
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The location of the Veritas XPortal Server configuration file is
/var/opt/webinstaller/xprtlid.conf.

Features supported with Web-based installer

The Web-based installer works similarly to the script installer. For the initial
release, certain new or advanced features available in the script installer are not
available in the Web-based installer.

The following features are supported in the Web-based installer:
m Installing a product

m Uninstalling a product

m Upgrading a product

m Configuring a clustered product including:
Required VCS configuration - Cluster name, Cluster ID, Heartbeat NICs
Optional VCS configuration - Users, SMTP Notification, SNMP Notification,
GCO required, Virtual IP
SFCFS configuration - fencing enabled question
Configuring Veritas Volume Manager and Veritas Volume Replicator with the
installer is not required for this release.

m Starting a product
m Stopping a product
m Licensing a product

m Performing an installation precheck

About response files

The installer generates a "response file" after performing an installer task such
as installation, configuration, uninstallation, or upgrade. These response files
contain the details that you provided to the installer questions in the form of
values for the response file variables. The response file also contains descriptions
and explanations of the variables and their values.

You can also create a response file using the -makeresponsefile option of the
installer.

The installer displays the location of the response file at the end of each successful
installer task. The installer saves the response file in the default location for the
install-related log files: /opt/VRTS/install/logs. If you provided a different log
path using the -1ogpath option, the installer saves the response file in the path
that you specified.
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The format of the response file name is:
/opt/VRTS/install/logs/installscript-YYYYMMDDHHSSxxx
/installscript-YYYYMMDDHHSSxxx.response, where:

m installscript may be, for example: installer, webinstaller, installvcs program,
or uninstallvcs program

m YYYYMMDDHHSS is the current date when the installscript is run and xxx are
three random letters that the script generates for an installation instance

For example:
/opt/VRTS/install/logs/installer-2009101010101dS/installer-2009101010101dS.response

You can customize the response file as required to perform unattended
installations using the -responsefile option of the installer. This method of
automated installations is useful in the following cases:

m To perform multiple installations to set up a large VCS cluster.
See “Installing VCS using response files” on page 161.

m To upgrade VCS on multiple systems in a large VCS cluster.
See “Upgrading VCS using response files” on page 257.

m To uninstall VCS from multiple systems in a large VCS cluster.
See “Uninstalling VCS using response files” on page 323.

Syntax in the response file

The syntax of the Perl statements that are included in the response file variables
varies. It can depend on whether the variables require scalar or list values.

For example, in the case of a string value:
SCFG{Scalar variable}="value";

or, in the case of an integer value:
SCFG{Scalar variable}=123;

or, in the case of a list:

SCFG{List variable}=["value", "value", "value"];

Typical VCS cluster setup models

VCS clusters support different failover configurations, storage configurations,
and cluster topologies.

See the Veritas Cluster Server Administrator's Guide for more details.
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Some of the typical VCS setup models are as follows:

m Basic VCS cluster with two nodes
See Figure 2-1 on page 45.

m VCS clusters in secure mode using Symantec Product Authentication Service
(AT)
See Figure 2-2 on page 46.

m VCS clusters centrally managed using Veritas Cluster Server Management

Console (VCS MC)
See Figure 2-3 on page 47.

m VCS clusters with I/0 fencing for data protection
See “Typical VCS cluster configuration with disk-based I/O fencing” on page 93.
See “Typical VCS cluster configuration with server-based I/0 fencing”
on page 93.

m VCS clusters such as global clusters, replicated data clusters, or campus clusters
for disaster recovery
See the Veritas Cluster Server Administrator's Guide for disaster recovery
cluster configuration models.

Figure 2-1 illustrates a simple VCS cluster setup with two nodes.

Figure 2-1 Typical two-node VCS cluster

Node: galaxy Node: nebula
/dev/dlpi/en:2 /dev/dIpi/en:2

VCS private network

/dev/dlIpi/en:3 /dev/dlpi/en:3 !

/dev/dlpi/en:0 /dev/dlpi/en:0

Public network

Cluster name: vcs_clusterl
Clusterid: 7

Figure 2-2 illustrates typical configuration of VCS clusters in secure mode. You
can use one of the cluster nodes as AT root broker or you can use a stable system
outside the cluster as AT root broker.
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Figure 2-2 Typical configuration of VCS clusters in secure mode

Multiple VCS clusters with
a single external root broker:

Symantec Product
Authentication Service
root broker

VCS cluster 1 VCS cluster 2

Authentication brokers Authentication brokers

Single VCS cluster with
one of the nodes as root broker:

nodel node2 node3

Root and
authentication broker Authentication brokers

Figure 2-3 illustrates a typical setup of VCS clusters that are centrally managed
using VCS Management Console. In this example, the setup uses a single external
AT root broker which serves both the management server and the VCS clusters.
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Figure 2-3 Typical configuration of VCS MC-managed clusters

Symantec Product
Authentication Service
root broker

VCS MC
management
server

VCS cluster 1 VCS cluster 2
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Preparing to install VCS

This chapter includes the following topics:

m About preparing to install VCS

m Performing preinstallation tasks

m Getting your VCS installation and configuration information ready

About preparing to install VCS

Before you perform the preinstallation tasks, make sure you reviewed the
installation requirements, set up the basic hardware, and planned your VCS setup.

See “VCS installation requirements” on page 33.

Performing preinstallation tasks

Table 3-1 lists the tasks you must perform before proceeding to install VCS.

Table 3-1 Preinstallation tasks

Task

Reference

Obtain license keys.

See “Obtaining VCS license keys” on page 52.

Set up the private
network.

See “Setting up the private network” on page 53.

Enable communication
between systems.

See “Setting up inter-system communication” on page 55.

Set up ssh on cluster
systems.

See “Setting up ssh on cluster systems” on page 55.




52 | Preparing to install VCS
Performing preinstallation tasks

Table 3-1 Preinstallation tasks (continued)

Task Reference

Set up shared storage for | See “Setting up shared storage” on page 56.
1/0 fencing (optional)

Set the PATH and the See “Setting the PATH variable” on page 59.

MANPATH variables. See “Setting the MANPATH variable” on page 59.

Review basic See “Optimizing LLT media speed settings on private NICs”
instructions to optimize | on page 60.

LLT media speeds.

Review guidelines to help | See “Guidelines for setting the media speed of the LLT
you set the LLT interconnects” on page 60.
interconnects.

Mount the product disc | See “Mounting the product disc” on page 60.

Verify the systems See “Performing automated preinstallation check” on page 62.
before installation

Obtaining VCS license keys

If you decide to not use the keyless licensing, you must obtain and install a license
key for VCS.

See “About Veritas product licensing” on page 25.

This product includes a License Key certificate. The certificate specifies the product
keys and the number of product licenses purchased. A single key lets you install
the product on the number and type of systems for which you purchased the
license. A key may enable the operation of more products than are specified on
the certificate. However, you are legally limited to the number of product licenses
purchased. The product installation procedure describes how to activate the key.

Toregister and receive a software license key, go to the Symantec Licensing Portal
at the following location:

https://licensing.symantec.com

Make sure you have your Software Product License document. You need
information in this document to retrieve and manage license keys for your
Symantec product. After you receive the license key, you can install the product.

Click the Help link at this site to access the License Portal User Guide and FAQ.

The VRTSvlic package enables product licensing. After the VRTSvlic is installed,
the following commands and their manual pages are available on the system:


https://licensing.symantec.com
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vxlicinst Installs a license key for a Symantec product
vxlicrep Displays currently installed licenses
vxlictest Retrieves the features and their descriptions that are encoded in a

license key

You can only install the Symantec software products for which you have purchased
alicense. The enclosed software discs might include other products for which you
have not purchased a license.

Setting up the private network

VCS requires you to set up a private network between the systems that form a
cluster. You can use either NICs or aggregated interfaces to set up private network.

You can use network switches instead of hubs.

Refer to the Veritas Cluster Server Administrator's Guide to review VCS
performance considerations.

Figure 3-1 shows two private networks for use with VCS.

Figure 3-1 Private network setups: two-node and four-node clusters
Public network Public network
Private
network @
Private network switches or hubs

Symantec recommends configuring two independent networks between the cluster
nodes with a network switch for each network. You can also interconnect multiple
layer 2 switches for advanced failure protection. Such connections for LLT are
called cross-links.

Figure 3-2 shows a private network configuration with crossed links between the
network switches.
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Figure 3-2 Private network setup with crossed links

Public network

Private networks

Crossed link

To set up the private network

1

Install the required network interface cards (NICs).

Create aggregated interfaces if you want to use these to set up private network.

Connect the VCS private Ethernet controllers on each system.

Use crossover Ethernet cables, switches, or independent hubs for each VCS
communication network. Note that the crossover Ethernet cables are
supported only on two systems.

Ensure that you meet the following requirements:

The power to the switches or hubs must come from separate sources.

On each system, you must use two independent network cards to provide
redundancy.

If a network interface is part of an aggregated interface, you must not
configure the network interface under LLT. However, you can configure
the aggregated interface under LLT.

When you configure Ethernet switches for LLT private interconnect,
disable the spanning tree algorithm on the ports used for the interconnect.

During the process of setting up heartbeat connections, consider a case where
a failure removes all communications between the systems.

Note that a chance for data corruption exists under the following conditions:

The systems still run, and
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m The systems can access the shared storage.

4  Test the network connections. Temporarily assign network addresses and
use telnet OF ping to verify communications.

LLT uses its own protocol, and does not use TCP/IP. So, you must ensure that
the private network connections are used only for LLT communication and
not for TCP/IP traffic. To verify this requirement, unplumb and unconfigure
any temporary IP addresses that are configured on the network interfaces.

The installvcs program configures the private network in the cluster during
configuration.

Setting up inter-system communication

When you install VCS using the installvcs program, to install and configure the
entire cluster at one time, make sure that communication between systems exists.
By default the installer uses ssh. You must grant root privileges for the system
where you run installvcs program. This privilege facilitates to issue ssh or rsh
commands on all systems in the cluster. If ssh is used to communicate between
systems, it must be configured in a way such that it operates without requests for
passwords or passphrases. Similarly, rsh must be configured in such a way to not
prompt for passwords.

If system communication is not possible between systems using ssh or rsh, you
have recourse.

See “About VCS manual installation” on page 189.

Setting up ssh on cluster systems

Use the Secure Shell (ssh) to install VCS on all systems in a cluster from a system
outside of the cluster. Before you start the installation process, verify that ssh is
configured correctly.

Use Secure Shell (ssh) to do the following:

m Logon to another system over a network

m Execute commands on a remote system

m Copy files from one system to another

The ssh shell provides strong authentication and secure communications over
channels. It is intended to replace rlogin, rsh, and rcp.

Configuring ssh

The procedure to configure ssh uses OpenSSH example file names and commands.
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Note: You can configure ssh in other ways. Regardless of how ssh is configured,
complete the last step in the example to verify the configuration.

To configure ssh

1
2

Log on to the system from which you want to install VCS.

Generate a DSA key pair on this system by running the following command:

# ssh-keygen -t dsa

Accept the default location of ~/.ssh/id_dsa.
When the command prompts, enter a passphrase and confirm it.

Change the permissions of the .ssh directory by typing:

# chmod 755 ~/.ssh

The file ~/.ssh/id_dsa.pub contains a line that begins with ssh_dss and ends
with the name of the system on which it was created. Copy this line to the
/root/.ssh/authorized_keys2 file on all systems where you plan to install VCS.

If the local system is part of the cluster, make sure to edit the
authorized_keys2 file on that system.

Run the following commands on the system where you are installing:

# exec /usr/bin/ssh-agent $SHELL
# ssh-add
This step is shell-specific and is valid for the duration the shell is alive.

To verify that you can connect to the systems where you plan to install VCS,
type:

# ssh -x -1 root north 1ls

# ssh -x -1 root south ifconfig

The commands should execute on the remote system without having to enter
a passphrase or password.

Setting up shared storage

The following sections describe how to set up the SCSI and the Fiber Channel
devices that the cluster systems share. For VCS I/O fencing, the data disks must
support SCSI-3 persistent reservations. You need to configure a coordinator disk
group that supports SCSI-3 PR and verify that it works.
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See also the Veritas Cluster Server Administrator's Guide for a description of I/O
fencing.

Setting the SCSI identifier value

SCSI adapters are typically set with a default identifier value of 7. Each device on
a SCSIbus must have a unique SCSIidentifier value. When more than one system
is connected to a SCSI bus, you must change the SCSI identifier to a unique number.
You must make this change to one or more systems, usually the unique number
is 5 or 6.

Perform the procedure if you want to connect to shared storage with shared SCSI
devices.

Figure 3-3 Cabling the shared storage

SCSI bus

System A System B

Termination
uoneuIwId |

Shared disks
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To set the SCSI identifier value

1

Determine the SCSI adapters on each system:

north # lsdev -C -c adapter | grep scsi

scsi0 Available 11-08 Wide/Ultra-2 SCSI I/O Controller
scsil Available 11-09 Wide/Ultra-2 SCSI I/O Controller
south # lsdev -C -c adapter | grep scsi

scsi0 Available 11-08 Wide/Ultra-2 SCSI I/O Controller
scsil Available 11-09 Wide/Ultra-2 SCSI I/O Controller

Verify the SCSI ID of each adapter:

north # lsattr -E -1 scsi0 -a id
id 7 Adapter card SCSI ID True
north # lsattr -E -1 scsil -a id
id 7 Adapter card SCSI ID True
south # lsattr -E -1 scsi0 -a id
id 7 Adapter card SCSI ID True
south # lsattr -E -1 scsil -a id
id 7 Adapter card SCSI ID True

If necessary, change the SCSI identifier on each system so that it is unique:

south # chdev -P -1 scsi0 -a id=5
scsi0 changed
south # chdev -P -1 scsil -a id=5

scsil changed

Shut down all systems in the cluster.
Cable the shared storage as illustrated in Figure 3-3.

Restart each system. After all systems have booted, use the 1spv command
to verify that each system can see all shared devices needed by the application.

Setting up Fiber Channel

Perform the following steps to set up fiber channel.
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To set up fiber channel

1 Connect the Fiber Channel adapters and the shared storage devices to the
same hub or switch.

All systems must see all the shared devices that are required to run the critical
application. If you want to implement zoning for a fiber switch, make sure
that no zoning prevents all systems from seeing all these shared devices.

2 Reboot each system:
shutdown -Fr

3  After all systems have booted, use the 1spv command to verify that each
system can see all shared devices needed by the application.

Setting the PATH variable

Installation commands as well as other commands reside in the /opt/VRTS/bin
directory. Add this directory to your PATH environment variable.

If you have any custom scripts located in /opt/VRTSvcs/bin directory, make sure
to add the /opt/VRTSvcs/bin directory to your PATH environment variable.

To set the PATH variable
¢ Do one of the following:
m For the Bourne Shell (sh or ksh), type:

$ PATH=/opt/VRTS/bin:$PATH; export PATH

m For the C Shell (csh or tcsh), type:

$ setenv PATH :/opt/VRTS/bin:$PATH

Setting the MANPATH variable
Set the MANPATH variable to view the manual pages.
To set the MANPATH variable
& Do one of the following:
m For the Bourne Shell (sh or ksh), type:

$ MANPATH=/usr/share/man:/opt/VRTS/man; export MANPATH

m For the C Shell (csh or tcsh), type:
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% setenv MANPATH /usr/share/man:/opt/VRTS/man

Optimizing LLT media speed settings on private NICs

For optimal LLT communication among the cluster nodes, the interface cards on
each node must use the same media speed settings. Also, the settings for the
switches or the hubs that are used for the LLT interconnections must match that
of the interface cards. Incorrect settings can cause poor network performance or
even network failure.

Guidelines for setting the media speed of the LLT interconnects

Review the following guidelines for setting the media speed of the LLT
interconnects:

m Symantec recommends that you manually set the same media speed setting
on each Ethernet card on each node.

m If you have hubs or switches for LLT interconnects, then set the hub or switch
port to the same setting as used on the cards on each node.

m If you use directly connected Ethernet links (using crossover cables), set the
media speed to the highest value common to both cards, typically
1000_Full_Duplex.

m Symantec does not recommend using dissimilar network cards for private
links.

Details for setting the media speeds for specific devices are outside of the scope
of this manual. Consult the device’s documentation for more information.

Mounting the product disc

You must have superuser (root) privileges to load the VCS software.
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To mount the product disc

1

Log in as superuser on a system where you want to install VCS.

The system from which you install VCS need not be part of the cluster. The
systems must be in the same subnet.

Determine the device access name of the disc drive. For example, enter:
# lsdev -C -c cdrom

The output resembles:

cd0 Available 1G-19-00 IDE DVD-ROM Drive

In this example, cdO is the disc’s device access name.

Make sure the /cdrom file system is created:

# cat /etc/filesystems

If the /cdrom file system exists, the output contains a listing that resembles:

/cdrom:

dev = /dev/cd0
vis = cdrfs
mount = false
options = ro
account = false

If the /cdrom file system does not exist, create it:
# crfs -v cdrfs -p ro -d cd0 -m /cdrom

Insert the product disc with the VCS software into a drive that is connected
to the system.

Mount the disc:

# mount /cdrom
# cd /cdrom
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Performing automated preinstallation check

Before you begin the installation of VCS software, you can check the readiness of
the systems where you plan to install VCS. The command to start the
preinstallation check is:

installvcs -precheck systeml system2 ...

You can use the Veritas Operation Services to assess your setup for VCS
installation.

See “About Veritas Operations Services” on page 27.
To check the systems

1 Navigate to the folder that contains the installvcs program.

# cd /cdrom/cluster_server

2  Start the preinstallation check:

# ./installvcs -precheck galaxy nebula
The program proceeds in a noninteractive mode to examine the systems for
licenses, filesets, disk space, and system-to-system communications.

3 Review the output as the program displays the results of the check and saves
the results of the check in a log file.

See “Command options for installvcs program” on page 369.

Reformatting VCS configuration files on a stopped cluster

When you manually edit VCS configuration files (for example, the main.cf or
types.cf file) you can potentially create formatting issues that may cause the
installer to interpret the cluster configuration information incorrectly.

If you have manually edited any of the configuration files, you need to perform
one of the following before you run the installation program:

m On arunning cluster, perform an haconf -dump command. This command
saves the configuration files and ensures that they do not have formatting
errors before you run the installer.

m  On cluster that is not running, perform the hacf -cftocmd and then the hact
-cmdtoct commands to format the configuration files.

Note: Remember to make back up copies of the configuration files before you edit
them.
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You also need to use this procedure if you have manually changed the configuration
files before you perform the following actions using the installer:

m Upgrade VCS
m Uninstall VCS

For more information about the main.cf and types.cf files, refer to the Veritas
Cluster Server Administrator's Guide.

To display the configuration files in the correct format on a running cluster

¢ Run the following commands to display the configuration files in the correct
format:

# haconf -dump

To display the configuration files in the correct format on a stopped cluster

¢ Run the following commands to display the configuration files in the correct
format:

# hacf -cftocmd config

# hacf -cmdtocf config

Getting your VCS installation and configuration
information ready

The VCS installation and configuration program prompts you for information
about certain VCS components.

When you perform the installation, prepare the following information:

m To install VCS filesets you need:

The system names whereyou Example: galaxy, nebula
plan to install VCS
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The required license keys If you decide to use keyless licensing, you do not need
to obtain license keys. However, you require to set up
management server within 60 days to manage the
cluster.

See “About Veritas product licensing” on page 25.

Depending on the type of installation, keys can include:
m A valid site license key

m A valid demo license key

m A valid license key for VCS global clusters

See “Obtaining VCS license keys” on page 52.

To decide which packages to

Minimum filesets—provides basic VCS functionality.
install m Recommended filesets—provides full functionality
of VCS without advanced features.

m Allfilesets—provides advanced feature functionality
of VCS.

The default option is to install the recommended filesets.

See “Viewing the list of VCS filesets” on page 190.

m To configure VCS you need:

A name for the cluster The cluster name must begin with a letter of the
alphabet. The cluster name can contain only the
characters "a" through "z", "A" through "Z", the numbers
"0" through "9", the hyphen "-", and the underscore"_".

Example: ves_cluster27

A unique ID number for the A number in the range of 0-65535. Within the site that
cluster contains the cluster, each cluster must have a unique
1D.

Example: 7
The device names of the NICs A network interface card or an aggregated interface.

that the private networks use
among systems

Do not use the network interface card that is used for
the public network, which is typically en0 and en1.

Example: en2, en3

m To configure virtual IP address of the cluster (optional), you need:



Preparing to install VCS

Getting your VCS installation and configuration information ready

The name of the public NIC
for each node in the cluster

A virtual IP address of the
NIC

The netmask for the virtual
IPv4 address

The prefix for the virtual
IPv6 address

The NetworkHosts IP
addresses

The device name for the NIC that provides public
network access.

Example: en0 and enl

You can enter either an IPv4 or an IPv6 address. This
virtual IP address becomes a resource for use by the
ClusterService group. The "Cluster Virtual IP address"
can fail over to another cluster system.

Example IPv4 address: 192.168.1.16

Example IPv6 address:
2001:454€:205a:110:203:baff:feee:10

The subnet that you use with the virtual IPv4 address.
Example: 255.255.240.0

The prefix length for the virtual IPv6 address.
Example: 64

IP addresses that are used to check the adapter
connections.

Example: 192.168.1.17

To configure VCS clusters in secure mode (optional), you need:

To decide the root broker
system you want to use

To decide which
configuration mode you want
to choose

You can use an external system or one of the nodes in
the cluster to serve as root broker.

Configuration modes are automatic, semiautomatic, and
manual.

If you want one of the nodes in the cluster to serve as
root broker, you must choose automatic configuration
mode.

See “Preparing to configure the clusters in secure mode”
on page 77.
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For automatic mode (default) If you use an external root broker system:

For semiautomatic mode
using encrypted files

For manual mode without
using encrypted files

The name of the root broker system

Example: east

See “About Symantec Product Authentication Service
(AT)” on page 29.

Access to the root broker system without use of a
password.

If you use one of the nodes in the cluster as root broker
system:

Decide which node in the cluster you want the
installer to configure as root and authentication
broker.

The installer configures all other nodes in the cluster
as authentication brokers.

The path for the encrypted files that you get from the
root broker administrator.

See “Creating encrypted files for the security
infrastructure” on page 83.

m To add VCS users you need:

User names

User passwords

The fully-qualified hostname (FQDN) of the root
broker . (e.g. east.symantecexample.com)

The given example puts a system in the (DNS)
domain symantecexample.com with the unqualified
hostname east, which is designated as the root
broker.

The root broker’s security domain (e.g.
rootQReast.symantecexample.com)

The root broker’s port (e.g. 2821)

The path to the local root hash (e.g.
/var/tmp/privatedir/root_hash)

The authentication broker’s identity and password
on each cluster node (e.g.
galaxy.symantecexample.com and
nebula.symantecexample.com)

VCS usernames are restricted to 1024 characters.

Example: smith

VCS passwords are restricted to 255 characters.

Enter the password at the prompt.
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To decide user privileges Users have three levels of privileges: A=Administrator,
O=Operator, or G=Guest.

Example: A

m To configure SMTP email notification (optional), you need:

The name of the public NIC The device name for the NIC that provides public
for each node in the cluster network access.

Example: en0 and enl

The domain-based address of The SMTP server sends notification emails about the
the SMTP server events within the cluster.

Example: smtp. symantecexample.com

The email address of each ~ Example: john@symantecexample.com
SMTP recipient to be notified

To decide the minimum Events have four levels of severity: I=Information,
severity of events for SMTP W=Warning, E=Error, and S=SevereError.

email notification
Example: E

m To configure SNMP trap notification (optional), you need:

The name of the public NIC The device name for the NIC that provides public
for each node in the cluster network access.

Example: en0 and enl

The port number for the The default port number is 162.

SNMP trap daemon

The system name for each ~ Example: saturn

SNMP console

To decide the minimum Events have four levels of severity: I=Information,

severity of events for SNMP W=Warning, E=Error, and S=SevereError.

trap notification Example: E

m To configure global clusters (optional), you need:
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The name of the public NIC You can use the same NIC that you used to configure
the virtual IP of the cluster. Otherwise, specify
appropriate values for the NIC.

Example: en0 and enl
The virtual IP address of the You can use the same virtual IP address that you

NIC configured earlier for the cluster. Otherwise, specify
appropriate values for the virtual IP address.

Example: 192.168.1.16
The netmask for the virtual You can use the same netmask that you used to

IP address configure the virtual IP of the cluster. Otherwise, specify
appropriate values for the netmask.

Example: 255.255.240.0
The NetworkHosts IP You can use the same NetworkHosts IP address that you
addresses used to configure the virtual IP of the cluster. Otherwise,

specify appropriate values for the NetworkHosts IP
address when you are prompted.

Example: 192.168.1.15

m To configure I/0 fencing:
See “About planning to configure I/O fencing” on page 91.
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Installing VCS

This chapter includes the following topics:

m Installing VCS using the installer

Installing VCS using the installer

Perform the following steps to install VCS.

To install VCS

1

Confirm that you are logged in as the superuser and you mounted the product
disc.

See “Mounting the product disc” on page 60.

Start the installation program. If you obtained VCS from an electronic
download site, which does not include the Veritas product installer, use the
installvcs program.

Veritas product Perform the following steps to start the product installer:

installer 1  Start the installer.

# ./installer

The installer starts with a copyright message and specifies
the directory where the logs are created.

2  From the opening Selection Menu, choose T for "Install a
Product."

3 From the displayed list of products to install, choose: Veritas
Cluster Server.
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installves program  Perform the following steps to start the product installer:

1 Navigate to the folder that contains the installvcs program.

# cd cdrom root/cluster_ server

2 Start the installvcs program.
# ./installvcs

The installer starts with a copyright message and specifies
the directory where the logs are created.

3 Entery to agree to the End User License Agreement (EULA).
Do you agree with the terms of the End User License Agreement

as specified in the EULA.pdf file present on media? [y,n,q,?] ¥

4  Choose the VCS filesets that you want to install.
See “Veritas Cluster Server installation packages” on page 365.

Based on what filesets you want to install, enter one of the following:

1 Installs only the minimal required VCS filesets that provides basic
functionality of the product.

2 Installs the recommended VCS filesets that provides complete functionality
of the product. This option does not install the optional VCS filesets.

Note that this option is the default.

3 Installs all the VCS filesets.

You must choose this option to configure any optional VCS feature.
4 Displays the VCS filesets for each option.
Select the filesets to be installed on all systems? [1-4,qg,?]

(2) 3

5 Enter the names of the systems where you want to install VCS.

Enter the 64 bit operating system system names separated by spaces:

galaxy nebula

For a single-node VCS installation, enter one name for the system.
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See “Creating a single-node cluster using the installer program” on page 398.
The installer does the following for the systems:

m Checks that the local system that runs the installer can communicate with
remote systems.
If the installer finds ssh binaries, it confirms that ssh can operate without
requests for passwords or passphrases.
If the default communication method ssh fails, the installer attempts to
use rsh.

m Makes sure the systems use one of the supported operating systems.

m Makes sure that the systems have the required operating system patches.
If the installer reports that any of the patches are not available, install
the patches on the system before proceeding with the VCS installation.
See “Required AIX patches for VCS” on page 35.

See “Required Solaris patches for VCS” on page 35.

m Checks for product licenses.

m Checks whether a previous version of VCS is installed.
If a previous version of VCS is installed , the installer provides an option
to upgrade to VCS 5.1.
See “About upgrading to VCS 5.1” on page 231.

m Checks for the required file system space and makes sure that any
processes that are running do not conflict with the installation.
If requirements for installation are not met, the installer stops and
indicates the actions that you must perform to proceed with the process.

m Checks whether any of the filesets already exists on a system.
If the current version of any fileset exists, the installer removes the fileset
from the installation list for the system. If a previous version of any fileset
exists, the installer replaces the fileset with the current version.

Review the list of filesets that the installer would install on each node.
The installer installs the VCS filesets on the systems galaxy and nebula.

Select the license type.

1) Enter a valid license key

2) Enable keyless licensing and complete system licensing later

How would you like to license the systems? [1-2,9] (2)

Based on what license type you want to use, enter one of the following:
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1 You must have a valid license key. Enter the license key at the prompt:

Enter a VCS license key: [b,q,?]
XXXX-XXXX-XXXX-XXXX~-XXXX

If you plan to configure global clusters, enter the corresponding license keys
when the installer prompts for additional licenses.

Do you wish to enter additional licenses? [y,n,q,b] (n) y

2 The keyless license option enables you to install VCS without entering a key.
However, to ensure compliance, keyless licensing requires that you manage
the systems with a management server.

For more information, go to the following website:
http://go.symantec.com/sfhakeyless
Note that this option is the default.

If you plan to set up global clusters, enter y at the prompt.

Would you like to enable the Global Cluster Option? [y,n,q] (n) y

The installer registers the license and completes the installation process.

8 To configure VCS, enter y at the prompt. You can also configure VCS later.

Would you like to configure VCS on galaxy nebula [y,n,q] (n) n

See “Overview of tasks for VCS configuration using installvcs program”
on page 109.

9 Entery at the prompt to send the installation information to Symantec.

Would you like to send the information about this installation

to Symantec to help improve installation in the future? [y,n,q,?] (y) ¥

The installer provides an option to collect data about the installation process
each time you complete an installation, upgrade, configuration, or uninstall
of the product. The installer transfers the contents of the install log files to
an internal Symantec site. The information is used only to gather metrics
about how you use the installer. No personal customer data is collected, and
no information will be shared by any other parties. Information gathered
may include the product and the version installed or upgraded, how many
systems were installed, and the time spent in any section of the install process.

10 After the installation, note the location of the installation log files, the
summary file, and the response file for future reference.
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The files provide the useful information that can assist you with the
configuration and can also assist future configurations.

summary file Lists the filesets that are installed on each system.
log file Details the entire installation.
response file Contains the installation information that can be used to perform

unattended or automated installations on other systems.

See “Installing VCS using response files” on page 161.



76 | Installing VCS
Installing VCS using the installer



Preparing to configure VCS

This chapter includes the following topics:
m Preparing to configure the clusters in secure mode
m About configuring VCS clusters for data integrity

m Setting up the CP server

Preparing to configure the clusters in secure mode
You can set up Symantec Product Authentication Service (AT) for the cluster
during or after the VCS configuration.

If you want to enable or disable AT in a cluster that is online, run the following

command:

# /opt/VRTS/install/installvcs -security

See the Veritas Cluster Server Administrator's Guide for instructions.
The prerequisites to configure a cluster in secure mode are as follows:
m A system in your enterprise that serves as root broker (RB).

You can either use an external system as root broker, or use one of the cluster
nodes as root broker.

m To use an external root broker, identify an existing root broker system in
your enterprise or install and configure root broker on a stable system.
See “Installing the root broker for the security infrastructure” on page 81.

m Touse one of the cluster nodes as root broker, the installer does not require
you to do any preparatory tasks.
When you configure the cluster in secure mode using the installvcs program,
choose the automatic mode and choose one of the nodes for the installer
to configure as root broker.
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Symantec recommends that you configure a single root broker system for your
entire enterprise. If you use different root broker systems, then you must
establish trust between the root brokers. For example, if the management
server and the cluster use different root brokers, then you must establish trust.

m For external root broker, an authentication broker (AB) account for each node
in the cluster is set up on the root broker system.
See “Creating authentication broker accounts on root broker system”
on page 82.

m The system clocks of the external root broker and authentication brokers must
be in sync.

The installvcs program provides the following configuration modes:

Automatic mode  The external root broker system must allow rsh or ssh passwordless
login to use this mode.

Semi-automatic =~ This mode requires encrypted files (BLOB files) from the AT
mode administrator to configure a cluster in secure mode.

The nodes in the cluster must allow rsh or ssh passwordless login.

See “Setting up inter-system communication” on page 55.

Manual mode This mode requires root_hash file and the root broker information
from the AT administrator to configure a cluster in secure mode.

The nodes in the cluster must allow rsh or ssh passwordless login.

See “Setting up inter-system communication” on page 55.

Figure 5-1 depicts the flow of configuring VCS cluster in secure mode.
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Figure 5-1 Workflow to configure VCS cluster in secure mode

External system One of the cluster nodes

>
\4
Semiautomatic mode Manual mode
Automatic mode
Automatic mode
\4

Table 5-1 lists the preparatory tasks in the order which the AT and VCS
administrators must perform. These preparatory tasks apply only when you use
an external root broker system for the cluster.
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Preparing to configure the clusters in secure mode

Table 5-1 Preparatory tasks to configure a cluster in secure mode (with an
external root broker)
Tasks Who performs
this task
Decide one of the following configuration modes to set up a cluster in | VCS administrator

secure mode:

B Automatic mode
B Semi-automatic mode
® Manual mode

Install the root broker on a stable system in the enterprise.

See “Installing the root broker for the security infrastructure”
on page 81.

AT administrator

To use the semi-automatic mode or the manual mode, on the root
broker system, create authentication broker accounts for each node
in the cluster.

See “Creating authentication broker accounts on root broker system”
on page 82.

AT administrator requires the following information from the VCS
administrator:

m Node names that are designated to serve as authentication brokers
m Password for each authentication broker

AT administrator

To use the semi-automatic mode, create the encrypted files (BLOB
files) for each node and provide the files to the VCS administrator.

See “Creating encrypted files for the security infrastructure”

on page 83.

AT administrator requires the following additional information from
the VCS administrator:

B Administrator password for each authentication broker
Typically, the password is the same for all nodes.

AT administrator

To use the manual mode, provide the root_hash file
(/opt/VRTSat/bin/root_hash) from the root broker system to the VCS
administrator.

AT administrator

Copy the files that are required to configure a cluster in secure mode
to the system from where you plan to install and configure VCS.

See “Preparing the installation system for the security infrastructure”
on page 85.

VCS administrator
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Installing the root broker for the security infrastructure

Install the root broker only if you plan to use AT to configure the cluster in secure
mode. You can use a system outside the cluster or one of the systems within the
cluster as root broker. If you plan to use an external broker, the root broker
administrator must install and configure the root broker before you configure
the Authentication Service for VCS. Symantec recommends that you install the
root broker on a stable system that is outside the cluster.

You can also identify an existing root broker system in the data center to configure
the cluster in secure mode. The root broker system can run AIX, HP-UX, Linux,
or Solaris operating system.

See Symantec Product Authentication Service documentation for more
information.

See “About Symantec Product Authentication Service (AT)” on page 29.
To install the root broker

1 Mount the product disc and start the installer.

# ./installer

2 From the Task Menu, choose I for "Install a Product.”

From the displayed list of products to install, choose: Symantec Product
Authentication Service (AT).

4  Entery to agree to the End User License Agreement (EULA).
Enter 2 to install the recommended packages.

Enter the name of the system where you want to install the Root Broker.

Enter the operating system system names separated by spaces: venus

7 Review the output as the installer does the following:
m Checks to make sure that VCS supports the operating system
m Checks if the filesets are already on the system.

The installer lists the filesets that the program is about to install on the
system. Press Enter to continue.

Review the output as the installer installs the root broker on the system.

After the installation, configure the root broker.
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10 Select to configure the root broker from the three choices that the installer
presents:

1) Root+AB Mode
2)Root Mode
3)AB Mode

Enter the mode in which you would like AT to be configured? [1-3,9] 2

Do you want the installer to do cluster configuration? [y,n,g] (n) n

11 Press Enter to continue and review the output as the installer starts the
Authentication Service.

Creating authentication broker accounts on root broker system

On the root broker system, the administrator must create an authentication broker
(AB) account for each node in the cluster.

To create authentication broker accounts on root broker system

1 Determine the root broker domain name. Enter the following command on
the root broker system:

venus> # vssat showalltrustedcreds

For example, the domain name resembles "Domain Name:
root@venus.symantecexample.com" in the output.

2 For each node in the cluster, verify whether an account exists on the root
broker system.

For example, to verify that an account exists for node galaxy:

venus> # vssat showprpl --pdrtype root \

--domain root@venus.symantecexample.com --prplname galaxy

m If the output displays the principal account on root broker for the
authentication broker on the node, then delete the existing principal
accounts. For example:

venus> # vssat deleteprpl --pdrtype root \
--domain root@venus.symantecexample.com \

--prplname galaxy --silent

m If the output displays the following error, then the account for the given
authentication broker is not created on this root broker:
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"Failed To Get Attributes For Principal"

Proceed to step 3.

Create a principal account for each authentication broker in the cluster. For
example:

venus> # vssat addprpl --pdrtype root --domain \
root@venus.symantecexample.com --prplname galaxy \

--password password --prpltype service

You must use this password that you create in the input file for the encrypted
file.

Creating encrypted files for the security infrastructure

Create encrypted files (BLOB files) only if you plan to choose the semiautomatic
mode that uses an encrypted file to configure the Authentication Service. The
administrator must create the encrypted files on the root broker node. The
administrator must create encrypted files for each node that is going to be a part
of the cluster before you configure the Authentication Service for VCS.

To create encrypted files

1

Make a note of the following root broker information. This information is
required for the input file for the encrypted file:

hash The value of the root hash string, which consists of 40
characters. Execute the following command to find
this value:

venus> # vssat showbrokerhash
root_domain The value for the domain name of the root broker

system. Execute the following command to find this
value:

venus> # vssat showalltrustedcreds

Make a note of the following authentication broker information for each node.
This information is required for the input file for the encrypted file:
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identity The value for the authentication broker identity, which
you provided to create authentication broker principal
on the root broker system.

This is the value for the --prplname option of the
addprpl command.

See “Creating authentication broker accounts on root
broker system” on page 82.

password The value for the authentication broker password,
which you provided to create authentication broker
principal on the root broker system.

This is the value for the --password option of the
addprpl command.

See “Creating authentication broker accounts on root
broker system” on page 82.

broker_admin_password The value for the authentication broker password for
Administrator account on the node. This password
must be at least five characters.

For each node in the cluster, create the input file for the encrypted file.

The installer presents the format of the input file for the encrypted file when
you proceed to configure the Authentication Service using encrypted file.
For example, the input file for authentication broker on galaxy resembles:

[setuptrust]
broker=venus.symantecexample.com
hash=758a33dbd6fae751630058ace3dedb54e562£fe98

securitylevel=high

[configab]

identity=galaxy

password=password
root_domain=vx:root@venus.symantecexample.com

root_broker=venus.symantecexample.com:2821

start broker=false

enable pbx=false

Back up these input files that you created for the authentication broker on
each node in the cluster.
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Note that for security purposes, the command to create the output file for
the encrypted file deletes the input file.

For each node in the cluster, create the output file for the encrypted file from
the root broker system using the following command.

RootBroker> # vssat createpkg \

--in /path/to/blob/input/file. txt \
--out /path/to/encrypted/blob/file.txt \
--host_ctx AB-hostname

For example:

venus> # vssat createpkg --in /tmp/galaxy.blob.in \
--out /tmp/galaxy.blob.out --host ctx galaxy

Note that this command creates an encrypted file even if you provide wrong
password for "password=" entry. But such an encrypted file with wrong
password fails to install on authentication broker node.

After you complete creating the output files for the encrypted file, you must
copy these files to the installer node.

Preparing the installation system for the security infrastructure

The VCS administrator must gather the required information and prepare the
installation system to configure a cluster in secure mode.

To prepare the installation system for the security infrastructure

*

Depending on the configuration mode you decided to use, do one of the
following:

Automatic mode Do the following:

m  Gather the root broker system name from the AT
administrator.

m During VCS configuration, choose the configuration option
1 when the installvcs program prompts.

Semi-automatic Do the following:

mode m Copy the encrypted files (BLOB files) to the system from where

you plan to install VCS.
Note the path of these files that you copied to the installation
system.

m During VCS configuration, choose the configuration option
2 when the installvcs program prompts.
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Manual mode Do the following:

m Copy the root_hash file that you fetched to the system from
where you plan to install VCS.

Note the path of the root hash file that you copied to the
installation system.

m  Gather the root broker information such as name, fully
qualified domain name, domain, and port from the AT
administrator.

m Note the principal name and password information for each
authentication broker that you provided to the AT
administrator to create the authentication broker accounts.

m During VCS configuration, choose the configuration option
3 when the installvcs program prompts.

About configuring VCS clusters for data integrity

When a node fails, VCS takes corrective action and configures its components to
reflect the altered membership. If an actual node failure did not occur and if the
symptoms were identical to those of a failed node, then such corrective action
would cause a split-brain situation.

Some example scenarios that can cause such split-brain situations are as follows:

Broken set of private networks

If a system in a two-node cluster fails, the system stops sending heartbeats
over the private interconnects. The remaining node then takes corrective
action. The failure of the private interconnects, instead of the actual nodes,
presents identical symptoms and causes each node to determine its peer has
departed. This situation typically results in data corruption because both nodes
try to take control of data storage in an uncoordinated manner

System that appears to have a system-hang

If a system is so busy that it appears to stop responding, the other nodes could
declare it as dead. This declaration may also occur for the nodes that use the
hardware that supports a "break" and "resume" function. When a node drops
to PROM level with a break and subsequently resumes operations, the other
nodes may declare the system dead. They can declare it dead even if the system
later returns and begins write operations.

I/0 fencing is a feature that prevents data corruption in the event of a
communication breakdown in a cluster. VCS uses I/O fencing to remove the risk
that is associated with split-brain. I/O fencing allows write access for members
of the active cluster. It blocks access to storage from non-members so that even
anode that is alive is unable to cause damage.
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After you install and configure VCS, you must configure I/0 fencing in VCS to
ensure data integrity.

You can configure disk-based I/O fencing or server-based I/O fencing either
manually or using the installvcs program.

About |/0 fencing components

The shared storage for VCS must support SCSI-3 persistent reservations to enable
I/0 fencing. VCS involves two types of shared storage:

m Data disks—Store shared data
See “About data disks” on page 87.

m Coordination points—Act as a global lock during membership changes
See “About coordination points” on page 87.

About data disks

Data disks are standard disk devices for data storage and are either physical disks
or RAID Logical Units (LUNs).

These disks must support SCSI-3 PR and must be part of standard VxVM disk
groups. VxVM is responsible for fencing data disks on a disk group basis. Disks
that are added to a disk group and