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Technical Support

Symantec Technical Support maintains support centers globally. Technical
Support’s primary role is to respond to specific queries about product features
and functionality. The Technical Support group also creates content for our online
Knowledge Base. The Technical Support group works collaboratively with the
other functional areas within Symantec to answer your questions in a timely
fashion. For example, the Technical Support group works with Product Engineering
and Symantec Security Response to provide alerting services and virus definition
updates.

Symantec’s support offerings include the following:

m A range of support options that give you the flexibility to select the right
amount of service for any size organization

m Telephone and/or Web-based support that provides rapid response and
up-to-the-minute information

m Upgrade assurance that delivers software upgrades

m Global support purchased on a regional business hours or 24 hours a day, 7
days a week basis

m Premium service offerings that include Account Management Services

For information about Symantec’s support offerings, you can visit our Web site
at the following URL:

www.symantec.com/business/support/index.jsp
All support services will be delivered in accordance with your support agreement
and the then-current enterprise technical support policy.

Contacting Technical Support

Customers with a current support agreement may access Technical Support
information at the following URL:

www.symantec.com/business/support/contact_techsupp_static.jsp

Before contacting Technical Support, make sure you have satisfied the system
requirements that are listed in your product documentation. Also, you should be
at the computer on which the problem occurred, in case it is necessary to replicate
the problem.

When you contact Technical Support, please have the following information
available:

m Product release level
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Hardware information

Available memory, disk space, and NIC information

Operating system

Version and patch level

Network topology

Router, gateway, and IP address information

Problem description:

m Error messages and log files

m Troubleshooting that was performed before contacting Symantec

m Recent software configuration changes and network changes

Licensing and registration

If your Symantec product requires registration or a license key, access our technical
support Web page at the following URL:

www.symantec.com/business/support/

Customer service

Customer service information is available at the following URL:

www.symantec.com/business/support/

Customer Service is available to assist with non-technical questions, such as the
following types of issues:

Questions regarding product licensing or serialization

Product registration updates, such as address or name changes

General product information (features, language availability, local dealers)
Latest information about product updates and upgrades

Information about upgrade assurance and support contracts

Information about the Symantec Buying Programs

Advice about Symantec's technical support options

Nontechnical presales questions

Issues that are related to CD-ROMs or manuals
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Support agreement resources

If you want to contact Symantec regarding an existing support agreement, please
contact the support agreement administration team for your region as follows:

Asia-Pacific and Japan customercare_apac@symantec.com
Europe, Middle-East, and Africa semea@symantec.com
North America and Latin America supportsolutions@symantec.com

Documentation

Product guides are available on the media in PDF format. Make sure that you are
using the current version of the documentation. The document version appears
on page 2 of each guide. The latest product documentation is available on the
Symantec Web site.

https://sort.symantec.com/documents

Your feedback on product documentation is important to us. Send suggestions
for improvements and reports on errors or omissions. Include the title and
document version (located on the second page), and chapter and section titles of
the text on which you are reporting. Send feedback to:

doc_feedback@symantec.com

For information regarding the latest HOWTO articles, documentation updates,
or to ask a question regarding product documentation, visit the Storage and
Clustering Documentation forum on Symantec Connect.

https://www-secure.symantec.com/connect/storage-management/
forums/storage-and-clustering-documentation

About Symantec Connect

Symantec Connect is the peer-to-peer technical community site for Symantec’s
enterprise customers. Participants can connect and share information with other
product users, including creating forum posts, articles, videos, downloads, blogs
and suggesting ideas, as well as interact with Symantec product teams and
Technical Support. Content is rated by the community, and members receive
reward points for their contributions.

http://www.symantec.com/connect/storage-management
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Overview of Veritas Storage
Foundation for Sybase ASE

CE

This chapter includes the following topics:

About Veritas Storage Foundation for Sybase ASE CE
How SF Sybase CE works (high-level perspective)
About SF Sybase CE components

About optional features in SF Sybase CE

How the agent makes Sybase highly available

About Veritas Operations Manager

About Symantec Operations Readiness Tools

About Veritas Storage Foundation for Sybase ASE CE

Veritas Storage Foundation™ for Sybase® Adaptive Server Enterprise Cluster
Edition (SF Sybase CE) by Symantec leverages proprietary storage management
and high availability technologies to enable robust, manageable, and scalable
deployment of Sybase ASE CE on UNIX platforms. The solution uses cluster file
system technology that provides the dual advantage of easy file system
management as well as the use of familiar operating system tools and utilities in
managing databases.

SF Sybase CE integrates existing Symantec storage management and clustering
technologies into a flexible solution which administrators can use to:
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Create a standard toward application and database management in data centers.
SF Sybase CE provides flexible support for many types of applications and
databases.

Set up an infrastructure for Sybase ASE CE that simplifies database
management while fully integrating with Sybase clustering solution.

Apply existing expertise of Symantec technologies toward this product.

The solution stack comprises the Veritas Cluster Server (VCS), Veritas Cluster
Volume Manager (CVM), Veritas Cluster File System (CFS), and Veritas Storage
Foundation, which includes the base Veritas Volume Manager (VXVM) and Veritas
File System (VXFS).

Benefits of SF Sybase CE

SF Sybase CE provides the following benefits:

Use of a generic clustered file system (CFS) technology or a local file system
(VXFS) technology for storing and managing Sybase ASE CE installation
binaries.

Support for file system-based management. SF Sybase CE provides a generic
clustered file system technology for storing and managing Sybase ASE CE data
files as well as other application data.

Use of Cluster File System (CFS) for the Sybase ASE CE quorum device.

Support for a standardized approach toward application and database
management. A single-vendor solution for the complete SF Sybase CE software
stack lets you devise a standardized approach toward application and database
management. Further, administrators can apply existing expertise of Veritas
technologies toward SF Sybase CE.

Easy administration and monitoring of SF Sybase CE clusters using Veritas
Operations Manager.

Enhanced scalability and availability with access to multiple Sybase ASE CE
instances per database in a cluster.

Prevention of data corruption in split-brain scenarios with robust SCSI-3
Persistent Reservation (PR) based I/O fencing.

Support for sharing all types of files, in addition to Sybase ASE CE database
files, across nodes.

Increased availability and performance using Veritas Dynamic Multi-Pathing
(DMP). DMP provides wide storage array support for protection from failures
and performance bottlenecks in the Host Bus Adapters (HBAs) and Storage
Area Network (SAN) switches.



Overview of Veritas Storage Foundation for Sybase ASE CE | 13

How SF Sybase CE works (high-level perspective)

m Fast disaster recovery with minimal downtime and interruption to users. Users
can transition from a local high availability site to a wide-area disaster recovery
environment with primary and secondary sites. If a node fails, clients that are
attached to the failed node can reconnect to a surviving node and resume
access to the shared database. Recovery after failure in the SF Sybase CE
environment is far quicker than recovery for a failover database.

m Support for block-level replication using VVR.

How SF Sybase CE works (high-level perspective)

Sybase ASE Cluster Edition is a shared disk cluster implementation of Sybase’s
flagship enterprise database. Sybase ASE is a highly reliable, scalable, and efficient
database engine used in mission critical environments such as financial markets,
telecommunications networks, and healthcare. Sybase ASE CE allows multiple
“instances” of the Sybase ASE database engine running on different hardware
“nodes” to simultaneously access and manage a common set of databases on disks.
The primary goal of such a system is to provide exceptional availability with the
added benefit of some scalability for certain use cases.

In traditional environments, only one instance accesses a database at a specific
time. SF Sybase CE enables all nodes to concurrently run Sybase adaptive servers
and execute transactions against the same database. This software coordinates
access to the shared data for each node to provide consistency and integrity. Each
node adds its processing power to the cluster as a whole and can increase overall
throughput or performance.

At a conceptual level, SF Sybase CE is a cluster that manages applications
(instances), networking, and storage components using resources contained in
service groups. SF Sybase CE clusters have the following properties:

m Each node runs its own operating system.

m A cluster interconnect enables cluster communications.

m A public network connects each node to a LAN for client access.

m Shared storage is accessible by each node that needs to run the application.

Figure 1-1 below displays the basic layout and individual components required
for a SF Sybase CE installation. This basic layout includes the following
components:

m Nodes that form an application cluster and are connected to both the
coordinator disks and databases

m Databases for storage and backup

m SCSI-3 Coordinator disks used for I/0 fencing
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Figure 1-1 SF Sybase CE basic layout and components

SCSI-3 disk
SCSI-3 disk SCSI-3 disk

Database
storage

Node 1 Node 2

Public network

L
E! E! /\lgﬂients

SF Sybase CE adds the following technologies to a cluster environment, which are
engineered specifically to improve performance, availability, and manageability
of Sybase ASE CE environments:

m Cluster File System (CFS) and Cluster Volume Manager (CVM) technologies to
manage multi-instance database access to shared storage.

m VCS for cluster management
m [/0 fencing to prevent split brain and protect data integrity
m DMP to provide increased availability and performance

m Veritas Cluster Membership Plug-in (VCMP) to provide interface between
Sybase ASE CE cluster and the SF Sybase components

m The qrmutil interface to report the Sybase CE instance status

Figure 1-2 displays the technologies that make up the SF Sybase CE internal
architecture.
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Figure 1-2 SF Sybase CE architecture
Client
I
Node 1 Node 2
VCS vcs ) (Sypase
instance instance
—
| Heartbeat
Vxfen Vxfen
oo IFEH| | o
CVM 513 41 S CVM
CFS CFS

Databases
containing:

System Temp
DB files DB files
Master %User DB
DB files files
% System
procedures

SF Sybase CE provides an environment that can tolerate failures with minimal
downtime and interruption to users. If a node fails as clients access the same
database on multiple nodes, clients attached to the failed node can reconnect to
a surviving node and resume access. Recovery after failure in the SF Sybase CE
environment is far quicker than recovery for a failover database because another
Sybase instance is already up and running.
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About SF Sybase CE components

SF Sybase CE manages database instances running in parallel on multiple nodes
using the following architecture and communication mechanisms to provide the
infrastructure for Sybase ASE CE.

Table 1-1 SF Sybase CE component products

Component product

Description

Cluster Volume
Manager (CVM)

Enables simultaneous access to shared volumes based on
technology from Veritas Volume Manager (VxXVM).

See “Cluster Volume Manager (CVM)” on page 21.

Cluster File System
(CFS)

Enables simultaneous access to shared file systems based on
technology from Veritas File System (VXFS).

See “Cluster File System (CFS)” on page 23.

Cluster Server (VCS)

Uses technology from Veritas Cluster Server to manage Sybase
ASE CE databases and infrastructure components.

See “Veritas Cluster Server” on page 26.

VXFEN

The VCS module prevents cluster corruption through the use of
SCSI3 I/0 fencing, where the vxfen mode is set to sybase.

VXFEND

The VXFEN daemon communicates directly with VCMP and relays
membership modification messages.

VCMP

VCMP provides interface between Sybase cluster and the SF Sybase
CE components.

QRMUTIL

QRMUTIL provides Sybase instance status.

Sybase agent

The VCS agent is responsible for bringing Sybase ASE online,
taking it offline, and monitoring it.. It obtains status by checking
for processes, performing SQL queries on a running database, and
interacting with QRMUTIL.

See “About Veritas Storage Foundation for Sybase ASE CE ” on page 11.

Communication infrastructure

To understand the communication infrastructure, review the data flow and
communication requirements.
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Data flow

The CVM, CFS, and Sybase elements reflect the overall data flow, or data stack,
from an instance running on a server to the shared storage. The various Sybase
processes composing an instance read and write data to the storage through the
I/0 stack. Sybase writes and reads to CFS, which in turn accesses the storage
through CVM.

Figure 1-3 Data stack
Node 1 Node 2
r Sybase Sybase
instance instance
Data Data
flow CFs CFS flow
CVM CVM
Databases
containing:

Disk I/O Disk I/0

System Temp
DB files DB files
ser DB
Master files
DB files
% System

procedures

Communication requirements

End-users on a client system are unaware that they are accessing a database
hosted by multiple instances. The key to performing I/O to a database accessed
by multiple instances is communication between the processes. Each layer or
component in the data stack must reliably communicate with its peer on other
nodes to function properly. Sybase instances must communicate to coordinate
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protection of data blocks in the database. SF Sybase CE processes must
communicate to coordinate data file protection and access across the cluster. CFS
coordinates metadata and data updates for file systems, while CVM coordinates
the status of logical volumes and maps.

Figure 1-4 represents the communication stack.

Figure 1-4 Communication stack
Node 1 Node 2
VCS Cluster State
Sybase < > Sybase
instance Datafile instance
Managment
VCS LLT/ < > LLT/ VCS
Core | CFS GAB File System GAB | CFS | Core
MetaData
CVM Volume CVM
Management

Cluster interconnect communication channel

The cluster interconnect provides an additional communication channel for all
system-to-system communication, separate from the one-node communication
between modules. Low Latency Transport (LLT) and Group Membership
Services/Atomic Broadcast (GAB) make up the VCS communications package
central to the operation of SF Sybase CE.

Low Latency Transport

LLT provides fast, kernel-to-kernel communications and monitors network
connections. LLT functions as a high performance replacement for the IP stack
and runs directly on top of the Data Link Protocol Interface (DLPI) layer. The use
of LLT rather than IP removes latency and overhead associated with the IP stack.

The major functions of LLT are traffic distribution, heartbeats:

m Traffic distribution
LLT distributes (load-balances) internode communication across all available
cluster interconnect links. All cluster communications are evenly distributed
across as many as eight network links for performance and fault resilience. If
a link fails, LLT redirects traffic to the remaining links.

m Heartbeats
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LLT is responsible for sending and receiving heartbeat traffic over network
links. The Group Membership Services function of GAB uses heartbeats to
determine cluster membership.

Group Membership Services/Atomic Broadcast

The GAB protocol is responsible for cluster membership and cluster
communications.

Figure 1-5 shows the cluster communication using GAB messaging.

Figure 1-5 Cluster communication
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Review the following information on cluster membership and cluster
communication:

m Cluster membership
At a high level, all nodes configured by the installer can operate as a cluster;
these nodes form a cluster membership. In SF Sybase CE, a cluster membership
specifically refers to all systems configured with the same cluster ID
communicating by way of a redundant cluster interconnect.
Allnodes in a distributed system, such as SF Sybase CE, must remain constantly
alert to the nodes currently participating in the cluster. Nodes can leave or
join the cluster at any time because of shutting down, starting up, rebooting,
powering off, or faulting processes. SF Sybase CE uses its cluster membership
capability to dynamically track the overall cluster topology.

SF Sybase CE uses LLT heartbeats to determine cluster membership:
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m When systems no longer receive heartbeat messages from a peer for a
predetermined interval, a protocol excludes the peer from the current
membership.

m GABinforms processes on the remaining nodes that the cluster membership
has changed; this action initiates recovery actions specific to each module.
For example, CVM must initiate volume recovery and CFS must perform a
fast parallel file system check.

m When systems start receiving heartbeats from a peer outside of the current
membership, a protocol enables the peer to join the membership.

m Cluster communications

GAB provides reliable cluster communication between SF Sybase CE modules.
GAB provides guaranteed delivery of point-to-point messages and broadcast
messages to all nodes. Point-to-point messaging involves sending and
acknowledging the message. Atomic-broadcast messaging ensures all systems
within the cluster receive all messages. If a failure occurs while transmitting
abroadcast message, GAB ensures all systems have the same information after
recovery.

Low-level communication: port relationship between GAB and

processes

All components in SF Sybase CE use GAB for communication. Each process that
wants to communicate with a peer process on other nodes registers with GAB on
a specific port. This registration enables communication and notification of
membership changes. For example, the VCS engine (HAD) registers on port h.
HAD receives messages from peer HAD processes on port h. HAD also receives
notification when a node fails or when a peer process on port h unregisters.

Some modules use multiple ports for specific communications requirements. For
example, CVM uses multiple ports to allow communications by kernel and
user-level functions in CVM independently.
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Figure 1-6 Low-level communication
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Cluster Volume Manager (CVM)

CVM is an extension of Veritas Volume Manager, the industry-standard storage
virtualization platform. CVM extends the concepts of VxVM across multiple nodes.
Each node recognizes the same logical volume layout, and more importantly, the
same state of all volume resources.

CVM supports performance-enhancing capabilities, such as striping, mirroring,
and mirror break-off (snapshot) for off-host backup. You can use standard VxVM
commands from one node in the cluster to manage all storage. All other nodes
immediately recognize any changes in disk group and volume configuration with
no user interaction.

For detailed information, see the Veritas Storage Foundation Cluster File System
High Availability Administrator's Guide.

CVM architecture

CVM is designed with a "master and slave" architecture. One node in the cluster
acts as the configuration master for logical volume management, and all other
nodes are slaves. Any node can take over as master if the existing master fails.
The CVM master exists on a per-cluster basis and uses GAB and LLT to transport
its configuration data.

Just as with VxVM, the Volume Manager configuration daemon, vxconfigd,
maintains the configuration of logical volumes. This daemon handles changes to
the volumes by updating the operating system at the kernel level. For example,
if a mirror of a volume fails, the mirror detaches from the volume and vxconfigd
determines the proper course of action, updates the new volume layout, and
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informs the kernel of a new volume layout. CVM extends this behavior across
multiple nodes and propagates volume changes to the master vxconfigd.

Note: You must perform operator-initiated changes on the master node.

The vxconfigd process on the master pushes these changes out to slave vxconfigd
processes, each of which updates the local kernel. The kernel module for CVM is
kmsg.

See Figure 1-6 on page 21.

CVM does not impose any write locking between nodes. Each node is free to update
any area of the storage. All data integrity is the responsibility of the upper
application. From an application perspective, standalone systems access logical
volumes in the same way as CVM systems.

By default, CVM imposes a "Uniform Shared Storage" model. All nodes must
connect to the same disk sets for a given disk group. Any node unable to detect
the entire set of physical disks for a given disk group cannot import the group. If
anode loses contact with a specific disk, CVM excludes the node from participating
in the use of that disk.

Set the storage connectivity tunable to asymmetric to enable a cluster node
tojoin even if the node does not have access to all of the shared storage. Similarly,
anode can import a shared disk group even if there is a local failure to the storage.

For detailed information, see the Veritas Storage Foundation Cluster File System
High Availability Administrator's Guide.

CVM communication

CVM communication involves various GAB ports for different types of
communication. For an illustration of these ports:

See Figure 1-6 on page 21.
CVM communication involves the following GAB ports:

m Portw

Most CVM communication uses port w for vxconfigd communications. During
any change in volume configuration, such as volume creation, plex attachment
or detachment, and volume resizing, vxconfigd on the master node uses port
w to share this information with slave nodes.

When all slaves use port w to acknowledge the new configuration as the next
active configuration, the master updates this record to the disk headers in the
VxVM private region for the disk group as the next configuration.

m Portv
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CVM uses port v for kernel-to-kernel communication. During specific
configuration events, certain actions require coordination across all nodes.
An example of synchronizing events is a resize operation. CVM must ensure
all nodes see the new or old size, but never a mix of size among members.
CVM also uses this port to obtain cluster membership from GAB and determine
the status of other CVM members in the cluster.

m Portu
CVM uses the group atomic broadcast (GAB) port u to ship the commands from
the slave node to the master node.

m Porty
CVM uses port y for kernel-to-kernel communication required while shipping
I/0s from nodes that might have lost local access to storage to other nodes in
the cluster.

CVM recovery

When a node leaves a cluster, the new membership is delivered by GAB, to CVM
on existing cluster nodes. The fencing driver (VXFEN) ensures that split-brain
scenarios are taken care of before CVM is notified. CVM then initiates recovery
of mirrors of shared volumes that might have been in an inconsistent state
following the exit of the node.

Configuration differences with VxVM
CVM configuration differs from VxVM configuration in the following areas:
m Configuration commands occur on the master node.

m Disk groups are created and imported as shared disk groups. (Disk groups can
also be private.)

m Disk groups are activated per node.

m Shared disk groups are automatically imported when CVM starts.

Cluster File System (CFS)

CFS enables you to simultaneously mount the same file system on multiple nodes
and is an extension of the industry-standard Veritas File System. Unlike other
file systems which send data through another node to the storage, CFS is a true
SAN file system. All data traffic takes place over the storage area network (SAN),
and only the metadata traverses the cluster interconnect.

In addition to using the SAN fabric for reading and writing data, CFS offers Storage
Checkpoint and rollback for backup and recovery.
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Access to cluster storage in typical SF Sybase CE configurations use CFS. Raw
access to CVM volumes is also possible but not part of a common configuration.

For detailed information, see the Veritas Storage Foundation Cluster File System
High Availability Administrator's documentation.

CFS architecture

SF Sybase CE uses CFS to manage a file system in a large database environment.
Since CFS is an extension of VXFS, it operates in a similar fashion and caches
metadata and data in memory (typically called buffer cache or vnode cache). CFS
uses a distributed locking mechanism called Global Lock Manager (GLM) to ensure
all nodes have a consistent view of the file system. GLM provides metadata and
cache coherency across multiple nodes by coordinating access to file system
metadata, such as inodes and free lists. The role of GLM is set on a per-file system
basis to enable load balancing.

CFS involves a primary/secondary architecture. One of the nodes in the cluster
is the primary node for a file system. Though any node can initiate an operation
to create, delete, or resize data, the GLM master node carries out the actual
operation. After creating a file, the GLM master node grants locks for data
coherency across nodes. For example, if a node tries to modify a block in a file, it
must obtain an exclusive lock to ensure other nodes that may have the same file
cached have this cached copy invalidated.

CFS uses port f for GLM lock and metadata communication.

CFS communication

CFS uses port f for GLM lock and metadata communication. SF Sybase CE
configurations minimize the use of GLM locking except when metadata for a file
changes.

CFS file system benefits

CFS adds such features as high availability, consistency and scalability, and
centralized management to VXFS. Using CFS in an SF Sybase CE environment
provides the following benefits:

m Increased manageability, including easy creation and expansion of files
without a file system, you must provide Sybase with fixed-size partitions. With
CFS, you can grow file systems dynamically to meet future requirements. Use
the vxresize command from CVM master and CFS primary to dynamically
change the size of a CFS filesystem. For more information on vxresize, refer
to the vxresize(1), fsadm_vxfs(1) and chfs(1) manual pages.
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m Less prone to user error
Raw partitions are not visible and administrators can compromise them by
mistakenly putting file systems over the partitions.

m Data center consistency
If you have raw partitions, you are limited to a Sybase ASE CE-specific backup
strategy. CFS enables you to implement your backup strategy across the data
center.

CFS configuration differences

The first node to mount a CFS file system as shared becomes the primary node
for that file system. All other nodes are "secondaries" for that file system.

Mount the cluster file system individually from each node. The -o cluster option
of the mount command mounts the file system in shared mode, which means you
can mount the file system simultaneously on mount points on multiple nodes.

When using the fsadm utility for online administration functions on VxFS file
systems, including file system resizing, defragmentation, directory reorganization,
and querying or changing the largefiles flag, run fsadm from any node.

CFS recovery

The vxfsckd daemon is responsible for ensuring file system consistency when a
node crashes that was a primary node for a shared file system. If the local node
is a secondary node for a given file system and a reconfiguration occurs in which
this node becomes the primary node, the kernel requests vxfsckd on the new
primary node to initiate a replay of the intent log of the underlying volume. The
vxfsckd daemon forks a special call to fsck that ignores the volume reservation
protection normally respected by fsck and other VXFS utilities. The vxfsckd can
check several volumes at once if the node takes on the primary role for multiple
file systems.

After a secondary node crash, no action is required to recover file system integrity.
As with any crash on a file system, internal consistency of application data for
applications running at the time of the crash is the responsibility of the
applications.

Comparing raw volumes and CFS for data files
Keep these points in mind about raw volumes and CFS for data files:

m If you use file-system-based data files, the file systems containing these files
must be located on shared disks. Create the same file system mount point on
each node.
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m If you use raw devices, such as VxXVM volumes, set the permissions for the
volumes to be owned permanently by the database account.
For example, type:

# vxedit -g dgname set group=sybase owner=sybase mode=660 \

volume name

VxVM sets volume permissions on import. The VxVM volume, and any file
system that is created in it, must be owned by the Sybase database user.

Veritas Cluster Server

Veritas Cluster Server (VCS) directs SF Sybase CE operations by controlling the
startup and shutdown of components layers and providing monitoring and
notification for failures.

In a typical SF Sybase CE configuration, the Sybase ASE CE service groups for
VCS run as "parallel” service groups rather than "failover" service groups; in the
event of a failure, VCS does not attempt to migrate a failed service group. Instead,
the software enables you to configure the group to restart on failure.

VCS architecture

The High Availability Daemon (HAD) is the main VCS daemon running on each
node. HAD tracks changes in the cluster configuration and monitors resource
status by communicating over GAB and LLT. HAD manages all application services
using agents, which are installed programs to manage resources (specific hardware
or software entities).

The VCS architecture is modular for extensibility and efficiency. HAD does not
need to know how to start up Sybase or any other application under VCS control.
Instead, you can add agents to manage different resources with no effect on the
engine (HAD). Agents only communicate with HAD on the local node and HAD
communicates status with HAD processes on other nodes. Because agents do not
need to communicate across systems, VCS is able to minimize traffic on the cluster
interconnect.

SF Sybase CE provides specific agents for VCS to manage CVM, CFS, and Sybase
components.

VCS communication

VCS uses port h for HAD communication. Agents communicate with HAD on the
local node about resources, and HAD distributes its view of resources on that node
to other nodes through GAB port h. HAD also receives information from other
cluster members to update its own view of the cluster.
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About the IMF notification module

The notification module of Intelligent Monitoring Framework (IMF) is the
Asynchronous Monitoring Framework (AMF).

AMF is a kernel driver which hooks into system calls and other kernel interfaces
of the operating system to get notifications on various events such as:

m When a process starts or stops.
m When a block device gets mounted or unmounted from a mount point.

AMF also interacts with the Intelligent Monitoring Framework Daemon (IMFD)
to get disk group related notifications. AMF relays these notification to various
VCS Agent that are enabled for intelligent monitoring.

See “About resource monitoring” on page 27.

About resource monitoring

VCS agents poll the resources periodically based on the monitor interval (in
seconds) value that is defined in the MonitorInterval or in the
OfflineMonitorInterval resource type attributes. After each monitor interval, VCS
invokes the monitor agent function for that resource. For example, for process
offline monitoring, the process agent's monitor agent function corresponding to
each process resource scans the process table in each monitor interval to check
whether the process has come online. For process online monitoring, the monitor
agent function queries the operating system for the status of the process id that
it is monitoring. In case of the mount agent, the monitor agent function
corresponding to each mount resource checks if the block device is mounted on
the mount point or not. In order to determine this, the monitor function does
operations such as mount table scans or runs statfs equivalents.

With intelligent monitoring framework (IMF), VCS supports intelligent resource
monitoring in addition to poll-based monitoring. IMF is an extension to the VCS
agent framework. You can enable or disable the intelligent monitoring functionality
of the VCS agents that are IMF-aware. For a list of IMF-aware agents, see the
Veritas Cluster Server Bundled Agents Reference Guide.

See “How intelligent resource monitoring works” on page 28.

See “Enabling and disabling intelligent resource monitoring for agents manually”
on page 65.

Poll-based monitoring can consume a fairly large percentage of system resources
such as CPU and memory on systems with a huge number of resources. This not
only affects the performance of running applications, but also places a limit on
how many resources an agent can monitor efficiently.
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However, with IMF-based monitoring you can either eliminate poll-based
monitoring completely or reduce its frequency. For example, for process offline
and online monitoring, you can completely avoid the need for poll-based
monitoring with IMF-based monitoring enabled for processes. Similarly for vxfs
mounts, you can eliminate the poll-based monitoring with IMF monitoring enabled.
Such reduction in monitor footprint will make more system resources available
for other applications to consume.

Note: Intelligent Monitoring Framework for mounts is supported only for the
VxFS, CFS, and NFS mount types.

With IMF-enabled agents, VCS will be able to effectively monitor larger number
of resources.

Thus, intelligent monitoring has the following benefits over poll-based monitoring:
m Provides faster notification of resource state changes

m Reduces VCS system utilization due to reduced monitor function footprint

m Enables VCS to effectively monitor a large number of resources

Consider enabling IMF for an agent in the following cases:

® You have a large number of process resources or mount resources under VCS
control.

® You have any of the agents that are IMF-aware.

How intelligent resource monitoring works

When an IMF-aware agent starts up, the agent initializes with the IMF notification
module. After the resource moves to a steady state, the agent registers the details
that are required to monitor the resource with the IMF notification module. For
example, the process agent registers the PIDs of the processes with the IMF
notification module. The agent's imf _getnotification function waits for any
resource state changes. When the IMF notification module notifies the
imf_getnotification function about a resource state change, the agent framework
runs the monitor agent function to ascertain the state of that resource. The agent
notifies the state change to VCS which takes appropriate action.

A resource moves into a steady state when any two consecutive monitor agent
functions report the state as ONLINE or as OFFLINE. The following are a few
examples of how steady state is reached.

m When aresource is brought online, a monitor agent function is scheduled after
the online agent function is complete. Assume that this monitor agent function
reports the state as ONLINE. The next monitor agent function runs after a
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time interval specified by the MonitorInterval attribute. The default value of
MonitorInterval is 60 seconds. If this monitor agent function too reports the
state as ONLINE, a steady state is achieved because two consecutive monitor
agent functions reported the resource state as ONLINE. After the second
monitor agent function reports the state as ONLINE, the registration command
for IMF is scheduled. The resource is registered with the IMF notification
module and the resource comes under IMF control.

A similar sequence of events applies for taking a resource offline.

m When aresource is brought online, a monitor agent function is scheduled after
the online agent function is complete. Assume that this monitor agent function
reports the state as ONLINE. If you initiate a probe operation on the resource
before the time interval specified by MonitorInterval, the probe operation
invokes the monitor agent function immediately. If this monitor agent function
again reports the state as ONLINE, a steady state is achieved because two
consecutive monitor agent functions reported the resource state as ONLINE.
After the second monitor agent function reports the state as ONLINE, the
registration command for IMF is scheduled. The resource is registered with
the IMF notification module and the resource comes under IMF control.

A similar sequence of events applies for taking a resource offline.

m Assume that IMF is disabled for an agent type and you enable IMF for the agent
type when the resource is ONLINE. The next monitor agent function occurs
after a time interval specified by MonitorInterval. If this monitor agent function
again reports the state as ONLINE, a steady state is achieved because two
consecutive monitor agent functions reported the resource state as ONLINE.
A similar sequence of events applies if the resource is OFFLINE initially and
the next monitor agent function also reports the state as OFFLINE after you
enable IMF for the agent type.

m Assume that IMF is disabled for an agent type and you enable IMF for the agent
type when the resource is ONLINE. If you initiate a probe operation on the
resource, this probe operation invokes the monitor agent function immediately.
If this monitor agent function also reports the state as ONLINE, a steady state
is achieved because two consecutive monitor agent functions reported the
resource state as ONLINE.

A similar sequence of events applies if the resource is OFFLINE initially and
the next monitor agent function initiated by the probe operation also reports
the state as OFFLINE after you enable IMF for the agent type.

See “About the IMF notification module” on page 27.

Cluster configuration files

VCS uses two configuration files in a default configuration:
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m The main.cffile defines the entire cluster, including the cluster name, systems
in the cluster, and definitions of service groups and resources, in addition to
service group and resource dependencies.

m The types.cf file defines the resource types. Each resource in a cluster is
identified by a unique name and classified according to its type. VCS includes
a set of pre-defined resource types for storage, networking, and application
services.

About I/O fencing in SF Sybase CE environment

I/0 fencing is a mechanism to prevent uncoordinated access to the shared storage.
This feature works even in the case of faulty cluster communications causing a
split-brain condition. Symantec provides a technology called I/O fencing to remove
the risk associated with split-brain. I/O fencing allows write access for members
of the active cluster and blocks access to storage from non-members; even a node
that is alive is unable to cause damage.

SCSI-3 Persistent Reservations (SCSI-3 PR) are required for I/O fencing and resolve
the issues of using SCSI reservations in a clustered SAN environment. SCSI-3 PR
enables access for multiple nodes to a device and simultaneously blocks access
for other nodes.

Fencing involves coordinator disks and data disks. Each component has a unique
purpose and uses different physical disk devices. The fencing driver, known as
vxfen, directs CVM as necessary to carry out actual fencing operations at the disk
group level. Fencing uses GAB port b for its communication.

In addition to providing I/O fencing capabilities, the I/O fencing module VXFEN
is also used to notify Sybase ASE of membership changes on the VCS cluster.
When a node is booting, VXFEN will come up after LLT and GAB, process
membership information, and reach regular running state. When VXFEN later
launches vxfend, the I/0 fencing daemon that is used for communication, this
daemon first opens a UNIX socket and registers with VCMP, a thread of Sybase
ASE. The vxfend daemon is responsible for the communication between VXFEN
and VCMP. If the handshake between vxfend and VCMP is successful, vxfend calls
an ioctl into the VXFEN kernel module and awaits instructions. VXFEN proceeds
to send the current cluster view from VCS perspective to Sybase ASE. When a
connection between VXFEN and Sybase ASE has already been established, cluster
membership change notification messages are delivered as soon as VXFEN
completes any necessary actions (for example, after fencing out departing nodes
or lost nodes).
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About preferred fencing

The I/0 fencing driver uses coordination points to prevent split-brain in a VCS
cluster. By default, the fencing driver favors the subcluster with maximum number
of nodes during the race for coordination points. With the preferred fencing
feature, you can specify how the fencing driver must determine the surviving
subcluster.

You can configure the preferred fencing policy using the cluster-level attribute
PreferredFencingPolicy for the following:

m Enable system-based preferred fencing policy to give preference to high
capacity systems.

m Enable group-based preferred fencing policy to give preference to service
groups for high priority applications.

m Disable preferred fencing policy to use the default node count-based race
policy.

See “Enabling or disabling the preferred fencing policy” on page 99.

About preventing data corruption with 1/0 fencing

I/0 fencing is a feature that prevents data corruption in the event of a
communication breakdown in a cluster.

To provide high availability, the cluster must be capable of taking corrective action
when a node fails. In this situation, SF Sybase CE configures its components to
reflect the altered membership.

Problems arise when the mechanism that detects the failure breaks down because
symptoms appear identical to those of a failed node. For example, if a system in
a two-node cluster fails, the system stops sending heartbeats over the private
interconnects. The remaining node then takes corrective action. The failure of
the private interconnects, instead of the actual nodes, presents identical symptoms
and causes each node to determine its peer has departed. This situation typically
results in data corruption because both nodes try to take control of data storage
in an uncoordinated manner.

In addition to a broken set of private networks, other scenarios can generate this
situation. If a system is so busy that it appears to stop responding or "hang," the
other nodes could declare it as dead. This declaration may also occur for the nodes
that use the hardware that supports a "break" and "resume" function. When a
node drops to PROM level with a break and subsequently resumes operations, the
other nodes may declare the system dead. They can declare it dead even if the
system later returns and begins write operations.
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SF Sybase CE uses I/0 fencing to remove the risk that is associated with split-brain.
I/0 fencing allows write access for members of the active cluster. It blocks access
to storage from non-members.

About SCSI-3 Persistent Reservations

SCSI-3 Persistent Reservations (SCSI-3 PR) are required for I/O fencing and resolve
the issues of using SCSI reservations in a clustered SAN environment. SCSI-3 PR
enables access for multiple nodes to a device and simultaneously blocks access
for other nodes.

SCSI-3 reservations are persistent across SCSI bus resets and support multiple
paths from a host to a disk. In contrast, only one host can use SCSI-2 reservations
with one path. If the need arises to block access to a device because of data integrity
concerns, only one host and one path remain active. The requirements for larger
clusters, with multiple nodes reading and writing to storage in a controlled manner,
make SCSI-2 reservations obsolete.

SCSI-3 PR uses a concept of registration and reservation. Each system registers
its own "key" with a SCSI-3 device. Multiple systems registering keys form a
membership and establish a reservation, typically set to "Write Exclusive
Registrants Only." The WERO setting enables only registered systems to perform
write operations. For a given disk, only one reservation can exist amidst numerous
registrations.

With SCSI-3 PR technology, blocking write access is as easy as removing a
registration from a device. Only registered members can "eject" the registration
of another member. A member wishing to eject another member issues a "preempt
and abort" command. Ejecting a node is final and atomic; an ejected node cannot
eject another node. In SF Sybase CE, a node registers the same key for all paths
to the device. A single preempt and abort command ejects a node from all paths
to the storage device.

About I/0 fencing operations

I/0 fencing, provided by the kernel-based fencing module (vxfen), performs
identically on node failures and communications failures. When the fencing
module on a node is informed of a change in cluster membership by the GAB
module, it immediately begins the fencing operation. The node tries to eject the
key for departed nodes from the coordinator disks using the preempt and abort
command. When the node successfully ejects the departed nodes from the
coordinator disks, it also ejects the departed nodes from the data disks. In a
split-brain scenario, both sides of the split would race for control of the coordinator
disks. The side winning the majority of the coordinator disks wins the race and
fences the loser. The loser then panics and restarts the system.
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About I/0 fencing components

The shared storage for SF Sybase CE must support SCSI-3 persistent reservations
to enable I/O fencing. SF Sybase CE involves two types of shared storage:

m Data disks—Store shared data
See “About data disks” on page 33.

m Coordination points—Act as a global lock during membership changes
See “About coordination points” on page 33.

About data disks

Data disks are standard disk devices for data storage and are either physical disks
or RAID Logical Units (LUNs).

These disks must support SCSI-3 PR and must be part of standard VxVM or CVM
disk groups. CVM is responsible for fencing data disks on a disk group basis. Disks
that are added to a disk group and new paths that are discovered for a device are
automatically fenced.

About coordination points

Coordination points provide a lock mechanism to determine which nodes get to
fence off data drives from other nodes. A node must eject a peer from the
coordination points before it can fence the peer from the data drives. Racing for
control of the coordination points to fence data disks is the key to understand
how fencing prevents split-brain.

Disks that act as coordination points are called coordinator disks. Coordinator
disks are three standard disks or LUNSs set aside for I/O fencing during cluster
reconfiguration. Coordinator disks do not serve any other storage purpose in the
SF Sybase CE configuration.

You can configure coordinator disks to use Veritas Volume Manager Dynamic
Multi-pathing (DMP) feature. Dynamic Multi-pathing (DMP) allows coordinator
disks to take advantage of the path failover and the dynamic adding and removal
capabilities of DMP. So, you can configure I/O fencing to use either DMP devices
or the underlying raw character devices. I/O fencing uses SCSI-3 disk policy that
is either raw or dmp based on the disk device that you use. The disk policy is raw
by default. Symantec recommends using the DMP disk policy.

See the Veritas Storage Foundation Administrator’s Guide.

How I/0 fencing works in different event scenarios

Table 1-2 describes how I/O fencing works to prevent data corruption in different
failure event scenarios. For each event, review the corrective operator actions.
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Table 1-2 I/0 fencing scenarios
Event Node A: What Node B: What Operator action
happens? happens?
Both private Node A races for Node B races for When Node B is

networks fail.

majority of
coordination points.

majority of
coordination points.

ejected from cluster,
repair the private
networks before

If Node A wins race | If Node B loses the . .
for coordination race for the attempting to bring
points, Node A ejects | coordination points, Node B back.
Node B from the Node B panics and
shared disks and removes itself from
continues. the cluster.

Both private Node A continues to | Node B has crashed. | Restart Node B after

networks function
again after event

work.

It cannot start the
database since it is

private networks are
restored.

above. unable to write to the
data disks.

One private network | Node A prints Node B prints Repair private

fails. message about an message about an network. After
IOFENCE on the IOFENCE on the network is repaired,
console but console but both nodes
continues. continues. automatically use it.

Node A hangs. Node A is extremely | Node B loses Repair or debug the
busy for some reason | heartbeats with Node | node that hangs and
or is in the kernel A, and races for a reboot the node to
debugger. majority of rejoin the cluster.
When Node A is 1o coordination points.

longer hung or in the
kernel debugger, any
queued writes to the
data disks fail
because Node A is
ejected. When Node
A receives message
from GAB about
being ejected, it
panics and removes
itself from the
cluster.

Node B wins race for
coordination points
and ejects Node A
from shared data
disks.
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Table 1-2 I/O fencing scenarios (continued)
Event Node A: What Node B: What Operator action
happens? happens?

Nodes Aand Band | Node A restarts and | Node B restarts and | Resolve preexisting
private networks lose | I/O fencing driver 1/0 fencing driver split-brain condition.
power. Coordination | (vxfen) detects Node | (vxfen) detects Node " .

. . . . . . . . See “Fencing startup
points and data disks | B is registered with | A is registered with

retain power.

Power returns to
nodes and they
restart, but private
networks still have
no power.

coordination points.
The driver does not
see Node B listed as
member of cluster
because private
networks are down.
This causes the I/O
fencing device driver
to prevent Node A
from joining the
cluster. Node A
console displays:

Potentially a
preexisting
split brain.
Dropping out
of the cluster.
Refer to the
user
documentation
for steps
required

to clear
preexisting

split brain.

coordination points.
The driver does not
see Node A listed as
member of cluster
because private
networks are down.
This causes the I/O
fencing device driver
to prevent Node B
from joining the
cluster. Node B
console displays:

Potentially a
preexisting
split brain.
Dropping out
of the cluster.
Refer to the
user
documentation
for steps
required

to clear
preexisting

split brain.

reports preexisting
split-brain”
on page 135.
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Table 1-2 I/O fencing scenarios (continued)
Event Node A: What Node B: What Operator action
happens? happens?
Node A crashes while | Node A is crashed. Node Brestarts and | Resolve preexisting
Node Bis down. Node detects Node A is split-brain condition.
B comes up and Node registered with the

A is still down.

coordination points.
The driver does not
see Node A listed as
member of the
cluster. The I/0
fencing device driver
prints message on
console:

Potentially a
preexisting
split brain.
Dropping out
of the cluster.
Refer to the
user
documentation
for steps
required

to clear
preexisting
split brain.

See “Fencing startup
reports preexisting
split-brain”

on page 135.

The disk array
containing two of the
three coordination
points is powered off.

No node leaves the
cluster membership

Node A continues to
operate as long as no
nodes leave the
cluster.

Node B continues to
operate as long as no
nodes leave the
cluster.

Power on the failed
disk array so that
subsequent network
partition does not
cause cluster
shutdown, or replace
coordination points.

See “Replacing I/0
fencing coordinator
disks when the
cluster is online”
on page 86.
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Table 1-2 I/O fencing scenarios (continued)
Event Node A: What Node B: What Operator action
happens? happens?

The disk array Node A continues to | Node B has left the | Power on the failed

containing two of the | operate in the cluster. disk array so that

three coordination | cluster. subsequent network

points is powered off. partition does not

Node B gracefully cause cluster
shutdown, or replace

leaves the cluster and ] :

the disk array is still coordination points.

powered off. Leaving See “Replacing I/0

gracefully implies a fencing coordinator

clean shutdown so disks when the

that vxfen is properly cluster is online”

unconfigured. on page 86.

The disk array Node Araces fora | Node B has left Power on the failed

containing two of the | majority of cluster due to crash | disk array and restart

three coordination | coordination points. | or network partition. | I/O fencing driver to

points is powered off. | Node A fails because enable Node A to

Node B abruptly
crashes or a network
partition occurs
between node A and
node B, and the disk
array is still powered
off.

only one of the three
coordination points
is available. Node A
panics and removes
itself from the
cluster.

register with all
coordination points,
or replace
coordination points.

See “Replacing
defective disks when
the cluster is offline”
on page 138.

Sybase ASE CE components

Sybase ASE consists of a single monolithic, user space process named dataserver.

A single ASE instance may consist of multiple dataserver processes, each

representing an ‘engine’ in a single instance. The engines communicate via shared

memory. ASE’s internal threads run across these engines, allowing a single

instance to scale to tens of thousands of