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Technical Support

Symantec Technical Support maintains support centers globally. Technical Support’s
primary role is to respond to specific queries about product features and functionality.
The Technical Support group also creates content for our online Knowledge Base.
The Technical Support group works collaboratively with the other functional areas
within Symantec to answer your questions in a timely fashion. For example, the
Technical Support group works with Product Engineering and Symantec Security
Response to provide alerting services and virus definition updates.

Symantec’s support offerings include the following:

= Arange of support options that give you the flexibility to select the right amount
of service for any size organization

= Telephone and/or Web-based support that provides rapid response and
up-to-the-minute information

» Upgrade assurance that delivers software upgrades

= Global support purchased on a regional business hours or 24 hours a day, 7
days a week basis

= Premium service offerings that include Account Management Services

For information about Symantec’s support offerings, you can visit our website at
the following URL.:

www.symantec.com/business/support/index.jsp
All support services will be delivered in accordance with your support agreement
and the then-current enterprise technical support policy.

Contacting Technical Support

Customers with a current support agreement may access Technical Support
information at the following URL:

www.symantec.com/business/support/contact_techsupp_static.jsp

Before contacting Technical Support, make sure you have satisfied the system
requirements that are listed in your product documentation. Also, you should be at
the computer on which the problem occurred, in case it is necessary to replicate
the problem.

When you contact Technical Support, please have the following information
available:

s Product release level

= Hardware information
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= Available memory, disk space, and NIC information
= Operating system
= Version and patch level
= Network topology
= Router, gateway, and IP address information
= Problem description:
= Error messages and log files
= Troubleshooting that was performed before contacting Symantec

= Recent software configuration changes and network changes

Licensing and registration

If your Symantec product requires registration or a license key, access our technical
support Web page at the following URL:

www.symantec.com/business/support/

Customer service
Customer service information is available at the following URL:
www.symantec.com/business/support/

Customer Service is available to assist with non-technical questions, such as the
following types of issues:

= Questions regarding product licensing or serialization

= Product registration updates, such as address or name changes

= General product information (features, language availability, local dealers)
» Latest information about product updates and upgrades

» Information about upgrade assurance and support contracts

= Information about the Symantec Buying Programs

= Advice about Symantec's technical support options

= Nontechnical presales questions

= Issues that are related to CD-ROMs or manuals
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Support agreement resources

Documentation

If you want to contact Symantec regarding an existing support agreement, please
contact the support agreement administration team for your region as follows:

Asia-Pacific and Japan customercare_apj@symantec.com
Europe, Middle-East, and Africa semea@symantec.com
North America and Latin America supportsolutions@symantec.com

Product guides are available on the media in PDF format. Make sure that you are
using the current version of the documentation. The document version appears on
page 2 of each guide. The latest product documentation is available on the Symantec
website.

https://sort.symantec.com/documents

Your feedback on product documentation is important to us. Send suggestions for
improvements and reports on errors or omissions. Include the title and document
version (located on the second page), and chapter and section titles of the text on
which you are reporting. Send feedback to:

doc_feedback@symantec.com

For information regarding the latest HOWTO articles, documentation updates, or
to ask a question regarding product documentation, visit the Storage and Clustering
Documentation forum on Symantec Connect.

https://www-secure.symantec.com/connect/storage-management/
forums/storage-and-clustering-documentation

About Symantec Connect

Symantec Connect is the peer-to-peer technical community site for Symantec’s
enterprise customers. Participants can connect and share information with other
product users, including creating forum posts, articles, videos, downloads, blogs
and suggesting ideas, as well as interact with Symantec product teams and
Technical Support. Content is rated by the community, and members receive reward
points for their contributions.

http://www.symantec.com/connect/storage-management
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Overview of Symantec
Storage Foundation for

Sybase ASE CE

This chapter includes the following topics:

= About Symantec Storage Foundation for Sybase ASE CE
= How SF Sybase CE works (high-level perspective)

= About SF Sybase CE components

= About optional features in SF Sybase CE

= How the agent makes Sybase highly available

= About Veritas Operations Manager

= About Symantec Operations Readiness Tools

About Symantec Storage Foundation for Sybase ASE
CE

Symantec Storage Foundation™ for Sybase® Adaptive Server Enterprise Cluster
Edition (SF Sybase CE) by Symantec leverages proprietary storage management
and high availability technologies to enable robust, manageable, and scalable
deployment of Sybase ASE CE on UNIX platforms. The solution uses cluster file
system technology that provides the dual advantage of easy file system management
as well as the use of familiar operating system tools and utilities in managing
databases.
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SF Sybase CE integrates existing Symantec storage management and clustering
technologies into a flexible solution which administrators can use to:

= Create a standard toward application and database management in data centers.
SF Sybase CE provides flexible support for many types of applications and
databases.

= Setup an infrastructure for Sybase ASE CE that simplifies database management
while fully integrating with Sybase clustering solution.

= Apply existing expertise of Symantec technologies toward this product.

The solution stack comprises the Symantec Cluster Server (VCS), Veritas Cluster
Volume Manager (CVM), Veritas Cluster File System (CFS), and Symantec Storage
Foundation, which includes the base Veritas Volume Manager (VxVM) and Veritas
File System (VxFS).

Benefits of SF Sybase CE

SF Sybase CE provides the following benefits:

= Use of a generic clustered file system (CFS) technology or a local file system
(VXFS) technology for storing and managing Sybase ASE CE installation binaries.

= Support for file system-based management. SF Sybase CE provides a generic
clustered file system technology for storing and managing Sybase ASE CE data
files as well as other application data.

= Use of Cluster File System (CFS) for the Sybase ASE CE quorum device.

= Support for a standardized approach toward application and database
management. A single-vendor solution for the complete SF Sybase CE software
stack lets you devise a standardized approach toward application and database
management. Further, administrators can apply existing expertise of Veritas
technologies toward SF Sybase CE.

= Easy administration and monitoring of SF Sybase CE clusters using Veritas
Operations Manager.

= Enhanced scalability and availability with access to multiple Sybase ASE CE
instances per database in a cluster.

= Prevention of data corruption in split-brain scenarios with robust SCSI-3
Persistent Reservation (PR) based 1/O fencing.

= Support for sharing all types of files, in addition to Sybase ASE CE database
files, across nodes.

= Increased availability and performance using Symantec Dynamic Multi-Pathing
(DMP). DMP provides wide storage array support for protection from failures
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How SF Sybase CE works (high-level perspective)

and performance bottlenecks in the Host Bus Adapters (HBAs) and Storage
Area Network (SAN) switches.

» Fast disaster recovery with minimal downtime and interruption to users. Users
can transition from a local high availability site to a wide-area disaster recovery
environment with primary and secondary sites. If a node fails, clients that are
attached to the failed node can reconnect to a surviving node and resume access
to the shared database. Recovery after failure in the SF Sybase CE environment
is far quicker than recovery for a failover database.

= Support for block-level replication using VVR.

How SF Sybase CE works (high-level perspective)

Sybase ASE Cluster Edition is a shared disk cluster implementation of Sybase’s
flagship enterprise database. Sybase ASE is a highly reliable, scalable, and efficient
database engine used in mission critical environments such as financial markets,
telecommunications networks, and healthcare. Sybase ASE CE allows multiple
“instances” of the Sybase ASE database engine running on different hardware
“nodes” to simultaneously access and manage a common set of databases on
disks. The primary goal of such a system is to provide exceptional availability with
the added benefit of some scalability for certain use cases.

In traditional environments, only one instance accesses a database at a specific
time. SF Sybase CE enables all nodes to concurrently run Sybase adaptive servers
and execute transactions against the same database. This software coordinates
access to the shared data for each node to provide consistency and integrity. Each
node adds its processing power to the cluster as a whole and can increase overall
throughput or performance.

At a conceptual level, SF Sybase CE is a cluster that manages applications
(instances), networking, and storage components using resources contained in
service groups. SF Sybase CE clusters have the following properties:

= Each node runs its own operating system.
= A cluster interconnect enables cluster communications.

= A public network connects each node to a Local Area Network (LAN) for client
access.

= Shared storage is accessible by each node that needs to run the application.

Figure 1-1 below displays the basic layout and individual components required for
an SF Sybase CE installation. This basic layout includes the following components:

= Nodes that form an application cluster and are connected to both the coordinator
disks and databases



Overview of Symantec Storage Foundation for Sybase ASE CE | 14
How SF Sybase CE works (high-level perspective)

= Databases for storage and backup
= SCSI-3 Coordinator disks used for I/O Fencing
Figure 1-1 SF Sybase CE basic layout and components

SCSI-3 disk
SCSI-3 disk SCSI-3 disk

Database
storage

Public network

$ \‘g Clients
SF Sybase CE adds the following technologies to a cluster environment, which are

engineered specifically to improve performance, availability, and manageability of
Sybase ASE CE environments:

n Cluster File System (CFS) and cluster volume manager (CVM) technologies to
manage multi-instance database access to shared storage.

s VCS for cluster management
= 1/O Fencing to prevent split brain and protect data integrity
= DMP to provide increased availability and performance

» Veritas Cluster Membership Plug-in (VCMP) to provide interface between Sybase
ASE CE cluster and the SF Sybase components

= The grmutil interface to report the Sybase CE instance status

Figure 1-2 displays the technologies that make up the SF Sybase CE internal
architecture.
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Figure 1-2 SF Sybase CE architecture
Client
[
Node 1 Node 2
Sybase\ (*y/cg VCS
instance
—
Heartbeat
Vxfen
o | IFCH| L | o
CVM 513 41 S CVM
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System Temp
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Master %User DB
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% System
procedures

SF Sybase CE provides an environment that can tolerate failures with minimal
downtime and interruption to users. If a node fails as clients access the same
database on multiple nodes, clients attached to the failed node can reconnect to a
surviving node and resume access. Recovery after failure in the SF Sybase CE

environment is far quicker than recovery for a failover database because another
Sybase instance is already up and running.
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About SF Sybase CE components

SF Sybase CE manages database instances running in parallel on multiple nodes

using the following architecture and communication mechanisms to provide the
infrastructure for Sybase ASE CE.

Table 1-1

SF Sybase CE component products

Component product

Description

Cluster Volume
Manager (CVM)

Enables simultaneous access to shared volumes based on
technology from Veritas Volume Manager (VxXVM).

See “Cluster Volume Manager (CVM)” on page 21.

Cluster File System
(CFS)

Enables simultaneous access to shared file systems based on
technology from Veritas File System (VxFS).

See “Cluster File System (CFS)” on page 23.

Symantec Cluster

Uses technology from Symantec Cluster Server to manage Sybase

Server (VCS) ASE CE databases and infrastructure components.
See “Symantec Cluster Server” on page 26.

VXFEN The VCS module prevents cluster corruption through the use of
SCSI3 1/0 fencing, where the vxfen mode is set to sybase.

VXFEND The VXFEN daemon communicates directly with VCMP and relays
membership modification messages.

VCMP VCMP provides interface between Sybase cluster and the SF
Sybase CE components.

QRMUTIL QRMUTIL provides Sybase instance status.

Sybase agent

The VCS agent is responsible for bringing Sybase ASE online,
taking it offline, and monitoring it.. It obtains status by checking for
processes, performing SQL queries on a running database, and
interacting with QRMUTIL.

See “About Symantec Storage Foundation for Sybase ASE CE ” on page 11.

Communication infrastructure

To understand the communication infrastructure, review the data flow and
communication requirements.
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Data flow

The CVM, CFS, and Sybase elements reflect the overall data flow, or data stack,
from an instance running on a server to the shared storage. The various Sybase
processes composing an instance read and write data to the storage through the
I/O stack. Sybase writes and reads to CFS, which in turn accesses the storage
through CVM.

Figure 1-3 Data stack
Node 1 Node 2
} Sybase Sybase
instance instance
Data Data
flow CFs CFS flow
CVM CVM
Databases
containing:

Disk I/0 Disk I/0

System
DB files
Master %l
DB files
% System

procedures

Communication requirements

End-users on a client system are unaware that they are accessing a database
hosted by multiple instances. The key to performing I/O to a database accessed
by multiple instances is communication between the processes. Each layer or
component in the data stack must reliably communicate with its peer on other nodes
to function properly. Sybase instances must communicate to coordinate protection
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of data blocks in the database. SF Sybase CE processes must communicate to
coordinate data file protection and access across the cluster. CFS coordinates
metadata and data updates for file systems, while CVM coordinates the status of
logical volumes and maps.

Figure 1-4 represents the communication stack.

Figure 1-4 Communication stack
Node 1 Node 2
VCS Cluster State
Sybase < > Sybase
instance Datafile instance
Managment
VCS LLT/ < > LLT/ VCS
Core | CFS GAB File System GAB | CFS | Core
MetaData
CVM Volume CVM
Management

Cluster interconnect communication channel

The cluster interconnect provides an additional communication channel for all
system-to-system communication, separate from the one-node communication
between modules. Low Latency Transport (LLT) and Group Membership
Services/Atomic Broadcast (GAB) make up the VCS communications package
central to the operation of SF Sybase CE.

Low Latency Transport

LLT provides fast, kernel-to-kernel communications and monitors network
connections. LLT functions as a high performance replacement for the IP stack and
runs directly on top of the Data Link Protocol Interface (DLPI) layer. The use of LLT
rather than IP removes latency and overhead associated with the IP stack.

The major functions of LLT are traffic distribution, heartbeats:

= Traffic distribution
LLT distributes (load-balances) internode communication across all available
cluster interconnect links. All cluster communications are evenly distributed
across as many as eight network links for performance and fault resilience. If a
link fails, LLT redirects traffic to the remaining links.

s Heartbeats
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LLT is responsible for sending and receiving heartbeat traffic over network links.
The Group Membership Services function of GAB uses heartbeats to determine
cluster membership.

Group Membership Services/Atomic Broadcast
The GAB protocol is responsible for cluster membership and cluster communications.

Figure 1-5 shows the cluster communication using GAB messaging.

Figure 1-5 Cluster communication

GAB Messaging

Node 1 Node 2

Cluster Membership/State

< »
< >

Datafile Management

NIC ® - g ® NIC
NIC @ File System Metadata ® NIC

< »
<« >»

Volume Management

< »
< >

Review the following information on cluster membership and cluster communication:

n  Cluster membership
At a high level, all nodes configured by the installer can operate as a cluster;
these nodes form a cluster membership. In SF Sybase CE, a cluster membership
specifically refers to all systems configured with the same cluster ID
communicating by way of a redundant cluster interconnect.
All nodes in a distributed system, such as SF Sybase CE, must remain constantly
alert to the nodes currently participating in the cluster. Nodes can leave or join
the cluster at any time because of shutting down, starting up, rebooting, powering
off, or faulting processes. SF Sybase CE uses its cluster membership capability
to dynamically track the overall cluster topology.

SF Sybase CE uses LLT heartbeats to determine cluster membership:

= When systems no longer receive heartbeat messages from a peer for a
predetermined interval, a protocol excludes the peer from the current
membership.
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= GAB informs processes on the remaining nodes that the cluster membership
has changed; this action initiates recovery actions specific to each module.
For example, CVM must initiate volume recovery and CFS must perform a
fast parallel file system check.

= When systems start receiving heartbeats from a peer outside of the current
membership, a protocol enables the peer to join the membership.

» Cluster communications
GAB provides reliable cluster communication between SF Sybase CE modules.
GAB provides guaranteed delivery of point-to-point messages and broadcast
messages to all nodes. Point-to-point messaging involves sending and
acknowledging the message. Atomic-broadcast messaging ensures all systems
within the cluster receive all messages. If a failure occurs while transmitting a
broadcast message, GAB ensures all systems have the same information after
recovery.

Low-level communication: port relationship between GAB and
processes

All components in SF Sybase CE use GAB for communication. Each process that
wants to communicate with a peer process on other nodes registers with GAB on
a specific port. This registration enables communication and notification of
membership changes. For example, the VCS engine (HAD) registers on port h.
HAD receives messages from peer HAD processes on port h. HAD also receives
notification when a node fails or when a peer process on port h unregisters.

Some modules use multiple ports for specific communications requirements. For
example, CVM uses multiple ports to allow communications by kernel and user-level
functions in CVM independently.

Figure 1-6 Low-level communication

a [ GAB Membership

h | HAD
b | VXFEN
- m Vv kmsg
:,' (<_F) vy vxconfigd CWM
m| SmartlO
f GLM CFS
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Cluster Volume Manager (CVM)

CVM is an extension of Veritas Volume Manager, the industry-standard storage
virtualization platform. CVM extends the concepts of VxVM across multiple nodes.
Each node recognizes the same logical volume layout, and more importantly, the
same state of all volume resources.

CVM supports performance-enhancing capabilities, such as striping, mirroring, and
mirror break-off (snapshot) for off-host backup. You can use standard VxVM
commands from one node in the cluster to manage all storage. All other nodes
immediately recognize any changes in disk group and volume configuration with
no user interaction.

For detailed information, see the Symantec Storage Foundation Cluster File System
High Availability Administrator's Guide.

CVM architecture

CVM is designed with a "master and slave" architecture. One node in the cluster
acts as the configuration master for logical volume management, and all other
nodes are slaves. Any node can take over as master if the existing master fails.
The CVM master exists on a per-cluster basis and uses GAB and LLT to transport
its configuration data.

Just as with VxVM, the Volume Manager configuration daemon, vxconfigd,
maintains the configuration of logical volumes. This daemon handles changes to
the volumes by updating the operating system at the kernel level. For example, if
a mirror of a volume fails, the mirror detaches from the volume and vxconfigd
determines the proper course of action, updates the new volume layout, and informs
the kernel of a new volume layout. CVM extends this behavior across multiple nodes
and propagates volume changes to the master vxconfigd.

Note: You must perform operator-initiated changes on the master node.

The vxconfigd process on the master pushes these changes out to slave vxconfigd
processes, each of which updates the local kernel. The kernel module for CVM is
kmsg.

See Figure 1-6 on page 20.

CVM does not impose any write locking between nodes. Each node is free to update
any area of the storage. All data integrity is the responsibility of the upper application.
From an application perspective, standalone systems access logical volumes in
the same way as CVM systems.
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By default, CVM imposes a "Uniform Shared Storage" model. All nodes must connect
to the same disk sets for a given disk group. Any node unable to detect the entire
set of physical disks for a given disk group cannot import the group. If a node loses
contact with a specific disk, CVM excludes the node from participating in the use
of that disk.

Set the storage connectivity tunable to asymmetric to enable a cluster node to
join even if the node does not have access to all of the shared storage. Similarly,
a node can import a shared disk group even if there is a local failure to the storage.

For detailed information, see the Symantec Storage Foundation Cluster File System
High Availability Administrator's Guide.

CVM communication

CVM communication involves various GAB ports for different types of
communication. For an illustration of these ports:

See Figure 1-6 on page 20.
CVM communication involves the following GAB ports:

n Portw
Most CVM communication uses port w for vxconfigd communications. During
any change in volume configuration, such as volume creation, plex attachment
or detachment, and volume resizing, vxconfigd on the master node uses port
w to share this information with slave nodes.
When all slaves use port w to acknowledge the new configuration as the next
active configuration, the master updates this record to the disk headers in the
VxVM private region for the disk group as the next configuration.

» Portm
CVM uses port m for SmartlO VxVM cache coherency using Group Lock
Manager (GLM).

= Portv
CVM uses port v for kernel-to-kernel communication. During specific configuration
events, certain actions require coordination across all nodes. An example of
synchronizing events is a resize operation. CVM must ensure all nodes see the
new or old size, but never a mix of size among members.
CVM also uses this port to obtain cluster membership from GAB and determine
the status of other CVM members in the cluster.

s Portu
CVM uses the group atomic broadcast (GAB) port u to ship the commands from
the slave node to the master node.

= Porty
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CVM uses port y for kernel-to-kernel communication required while shipping
1/0Os from nodes that might have lost local access to storage to other nodes in
the cluster.

CVM recovery

When a node leaves a cluster, the new membership is delivered by GAB, to CVM
on existing cluster nodes. The fencing driver (VXFEN) ensures that split-brain
scenarios are taken care of before CVM is notified. CVM then initiates recovery of
mirrors of shared volumes that might have been in an inconsistent state following
the exit of the node.

Configuration differences with VxVM
CVM configuration differs from VxVM configuration in the following areas:

= Configuration commands occur on the master node.

= Disk groups are created and imported as shared disk groups. (Disk groups can
also be private.)

= Disk groups are activated per node.

» Shared disk groups are automatically imported when CVM starts.

Cluster File System (CFS)

CFS enables you to simultaneously mount the same file system on multiple nodes
and is an extension of the industry-standard Veritas File System. Unlike other file
systems which send data through another node to the storage, CFS is a true SAN
file system. All data traffic takes place over the storage area network (SAN), and
only the metadata traverses the cluster interconnect.

In addition to using the SAN fabric for reading and writing data, CFS offers Storage
Checkpoint and rollback for backup and recovery.

Access to cluster storage in typical SF Sybase CE configurations use CFS. Raw
access to CVM volumes is also possible but not part of a common configuration.

For detailed information, see the Symantec Storage Foundation Cluster File System
High Availability Administrator's documentation.

CFS architecture

SF Sybase CE uses CFS to manage a file system in a large database environment.
Since CFS is an extension of VxFS, it operates in a similar fashion and caches

metadata and data in memory (typically called buffer cache or vnode cache). CFS
uses a distributed locking mechanism called Global Lock Manager (GLM) to ensure
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all nodes have a consistent view of the file system. GLM provides metadata and
cache coherency across multiple nodes by coordinating access to file system
metadata, such as inodes and free lists. The role of GLM is set on a per-file system
basis to enable load balancing.

CFS involves a primary/secondary architecture. One of the nodes in the cluster is
the primary node for a file system. Though any node can initiate an operation to
create, delete, or resize data, the GLM master node carries out the actual operation.
After creating a file, the GLM master node grants locks for data coherency across
nodes. For example, if a node tries to modify a block in a file, it must obtain an
exclusive lock to ensure other nodes that may have the same file cached have this
cached copy invalidated.

CFS uses port f for GLM lock and metadata communication.

CFS communication

CFS uses port f for GLM lock and metadata communication. SF Sybase CE
configurations minimize the use of GLM locking except when metadata for a file
changes.

CFS file system benefits

CFS adds such features as high availability, consistency and scalability, and
centralized management to VxFS. Using CFS in an SF Sybase CE environment
provides the following benefits:

» Increased manageability, including easy creation and expansion of files
without a file system, you must provide Sybase with fixed-size partitions. With
CFS, you can grow file systems dynamically to meet future requirements. Use
the vxresize command from CVM master and CFS primary to dynamically
change the size of a CFS filesystem. For more information on vxresize, refer to
the vxresize(1), fsadm_vxfs(1) and chfs(1) manual pages.

= Less prone to user error
Raw partitions are not visible and administrators can compromise them by
mistakenly putting file systems over the partitions.

= Data center consistency
If you have raw partitions, you are limited to a Sybase ASE CE-specific backup
strategy. CFS enables you to implement your backup strategy across the data
center.
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CFS configuration differences

The first node to mount a CFS file system as shared becomes the primary node
for that file system. All other nodes are "secondaries" for that file system.

Mount the cluster file system individually from each node. The -o cluster option of
the mount command mounts the file system in shared mode, which means you can
mount the file system simultaneously on mount points on multiple nodes.

When using the £sadm utility for online administration functions on VxFS file systems,
including file system resizing, defragmentation, directory reorganization, and querying
or changing the largefiles flag, run £sadm from any node.

CFS recovery

The vxfsckd daemon is responsible for ensuring file system consistency when a
node crashes that was a primary node for a shared file system. If the local node is
a secondary node for a given file system and a reconfiguration occurs in which this
node becomes the primary node, the kernel requests vxfsckd on the new primary
node to initiate a replay of the intent log of the underlying volume. The vxfsckd
daemon forks a special call to fsck that ignores the volume reservation protection
normally respected by fsck and other VxFS utilities. The vxfsckd can check several
volumes at once if the node takes on the primary role for multiple file systems.

After a secondary node crash, no action is required to recover file system integrity.
As with any crash on a file system, internal consistency of application data for
applications running at the time of the crash is the responsibility of the applications.

Comparing raw volumes and CFS for data files
Keep these points in mind about raw volumes and CFS for data files:
= If you use file-system-based data files, the file systems containing these files

must be located on shared disks. Create the same file system mount point on
each node.

= If you use raw devices, such as VxVM volumes, set the permissions for the
volumes to be owned permanently by the database account.
For example, type:

# vxedit -g dgname set group=sybase owner=sybase mode=660 \

volume name

VxVM sets volume permissions on import. The VxVM volume, and any file
system that is created in it, must be owned by the Sybase database user.
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Symantec Cluster Server

Symantec Cluster Server (VCS) directs SF Sybase CE operations by controlling
the startup and shutdown of components layers and providing monitoring and
notification for failures.

In a typical SF Sybase CE configuration, the Sybase ASE CE service groups for
VCS run as "parallel" service groups rather than "failover" service groups; in the
event of a failure, VCS does not attempt to migrate a failed service group. Instead,
the software enables you to configure the group to restart on failure.

VCS architecture

The High Availability Daemon (HAD) is the main VCS daemon running on each
node. HAD tracks changes in the cluster configuration and monitors resource status
by communicating over GAB and LLT. HAD manages all application services using
agents, which are installed programs to manage resources (specific hardware or
software entities).

The VCS architecture is modular for extensibility and efficiency. HAD does not need
to know how to start up Sybase or any other application under VCS control. Instead,
you can add agents to manage different resources with no effect on the engine
(HAD). Agents only communicate with HAD on the local node and HAD
communicates status with HAD processes on other nodes. Because agents do not
need to communicate across systems, VCS is able to minimize traffic on the cluster
interconnect.

SF Sybase CE provides specific agents for VCS to manage CVM, CFS, and Sybase
components.

VCS communication

VCS uses port h for HAD communication. Agents communicate with HAD on the
local node about resources, and HAD distributes its view of resources on that node
to other nodes through GAB port h. HAD also receives information from other cluster
members to update its own view of the cluster.

About the IMF notification module

The notification module of Intelligent Monitoring Framework (IMF) is the
Asynchronous Monitoring Framework (AMF).

AMF is a kernel driver which hooks into system calls and other kernel interfaces of
the operating system to get notifications on various events such as:

= When a process starts or stops.

= When a block device gets mounted or unmounted from a mount point.
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AMF also interacts with the Intelligent Monitoring Framework Daemon (IMFD) to
get disk group related notifications. AMF relays these notifications to various VCS
Agents that are enabled for intelligent monitoring.

See “About resource monitoring” on page 27.

About resource monitoring

VCS agents poll the resources periodically based on the monitor interval (in seconds)
value that is defined in the Monitorinterval or in the OfflineMonitorinterval resource
type attributes. After each monitor interval, VCS invokes the monitor agent function
for that resource. For example, for process offline monitoring, the process agent's
monitor agent function corresponding to each process resource scans the process
table in each monitor interval to check whether the process has come online. For
process online monitoring, the monitor agent function queries the operating system
for the status of the process id that it is monitoring. In case of the mount agent, the
monitor agent function corresponding to each mount resource checks if the block
device is mounted on the mount point or not. In order to determine this, the monitor
function does operations such as mount table scans or runs statfs equivalents.

With intelligent monitoring framework (IMF), VCS supports intelligent resource
monitoring in addition to poll-based monitoring. IMF is an extension to the VCS
agent framework. You can enable or disable the intelligent monitoring functionality
of the VCS agents that are IMF-aware. For a list of IMF-aware agents, see the
Symantec Cluster Server Bundled Agents Reference Guide.

See “How intelligent resource monitoring works” on page 28.

See “Enabling and disabling intelligent resource monitoring for agents manually”
on page 65.

Poll-based monitoring can consume a fairly large percentage of system resources
such as CPU and memory on systems with a huge number of resources. This not
only affects the performance of running applications, but also places a limit on how
many resources an agent can monitor efficiently.

However, with IMF-based monitoring you can either eliminate poll-based monitoring
completely or reduce its frequency. For example, for process offline and online
monitoring, you can completely avoid the need for poll-based monitoring with
IMF-based monitoring enabled for processes. Similarly for vxfs mounts, you can
eliminate the poll-based monitoring with IMF monitoring enabled. Such reduction
in monitor footprint will make more system resources available for other applications
to consume.

Note: Intelligent Monitoring Framework for mounts is supported only for the VxFS,
CFS, and NFS mount types.
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With IMF-enabled agents, VCS will be able to effectively monitor larger number of
resources.

Thus, intelligent monitoring has the following benefits over poll-based monitoring:
= Provides faster notification of resource state changes

= Reduces VCS system utilization due to reduced monitor function footprint

= Enables VCS to effectively monitor a large number of resources

Consider enabling IMF for an agent in the following cases:

= You have a large number of process resources or mount resources under VCS
control.

= You have any of the agents that are IMF-aware.

How intelligent resource monitoring works

When an IMF-aware agent starts up, the agent initializes with the IMF notification
module. After the resource moves to a steady state, the agent registers the details
that are required to monitor the resource with the IMF notification module. For
example, the process agent registers the PIDs of the processes with the IMF
notification module. The agent's imf_getnotification function waits for any resource
state changes. When the IMF notification module notifies the imf_getnotification
function about a resource state change, the agent framework runs the monitor agent
function to ascertain the state of that resource. The agent notifies the state change
to VCS which takes appropriate action.

A resource moves into a steady state when any two consecutive monitor agent
functions report the state as ONLINE or as OFFLINE. The following are a few
examples of how steady state is reached.

=  When a resource is brought online, a monitor agent function is scheduled after
the online agent function is complete. Assume that this monitor agent function
reports the state as ONLINE. The next monitor agent function runs after a time
interval specified by the MonitorInterval attribute. If this monitor agent function
too reports the state as ONLINE, a steady state is achieved because two
consecutive monitor agent functions reported the resource state as ONLINE.
After the second monitor agent function reports the state as ONLINE, the
registration command for IMF is scheduled. The resource is registered with the
IMF notification module and the resource comes under IMF control. The default
value of Monitorinterval is 60 seconds.
A similar sequence of events applies for taking a resource offline.

= Assume that IMF is disabled for an agent type and you enable IMF for the agent

type when the resource is ONLINE. The next monitor agent function occurs after
a time interval specified by MonitorInterval. If this monitor agent function again
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reports the state as ONLINE, a steady state is achieved because two consecutive
monitor agent functions reported the resource state as ONLINE.

A similar sequence of events applies if the resource is OFFLINE initially and
the next monitor agent function also reports the state as OFFLINE after you
enable IMF for the agent type.

See “About the IMF notification module” on page 26.

Cluster configuration files
VCS uses two configuration files in a default configuration:

= The main.cf file defines the entire cluster, including the cluster name, systems
in the cluster, and definitions of service groups and resources, in addition to
service group and resource dependencies.

= The types.cf file defines the resource types. Each resource in a cluster is
identified by a unique name and classified according to its type. VCS includes
a set of pre-defined resource types for storage, networking, and application
services.

About I/O fencing in SF Sybase CE environment

I/O fencing is a mechanism to prevent uncoordinated access to the shared storage.
This feature works even in the case of faulty cluster communications causing a
split-brain condition. Symantec provides a technology called 1/O fencing to remove
the risk associated with split-brain. /0 fencing allows write access for members of
the active cluster and blocks access to storage from non-members; even a node
that is alive is unable to cause damage.

SCSI-3 Persistent Reservations (SCSI-3 PR) are required for I/O fencing and resolve
the issues of using SCSI reservations in a clustered SAN environment. SCSI-3 PR
enables access for multiple nodes to a device and simultaneously blocks access
for other nodes.

Fencing involves coordinator disks and data disks. Each component has a unique
purpose and uses different physical disk devices. The fencing driver, known as
vxfen, directs CVM as necessary to carry out actual fencing operations at the disk
group level. Fencing uses GAB port b for its communication.

In addition to providing I/O fencing capabilities, the 1/0 fencing module VXFEN is

also used to notify Sybase ASE of membership changes on the VCS cluster. When
a node is booting, VXFEN will come up after LLT and GAB, process membership

information, and reach regular running state. When VxFEN later launches vxfend,
the 1/0 fencing daemon that is used for communication, this daemon first opens a
UNIX socket and registers with VCMP, a thread of Sybase ASE. The vxfend daemon
is responsible for the communication between VxFEN and VCMP. If the handshake
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between vxfend and VCMP is successful, vxfend calls an ioctl into the VXFEN kernel
module and awaits instructions. VXFEN proceeds to send the current cluster view
from VCS perspective to Sybase ASE. When a connection between VxFEN and
Sybase ASE has already been established, cluster membership change notification
messages are delivered as soon as VXFEN completes any necessary actions (for
example, after fencing out departing nodes or lost nodes).

About preferred fencing

The 1/0O fencing driver uses coordination points to prevent split-brain in a VCS
cluster. By default, the fencing driver favors the subcluster with maximum number
of nodes during the race for coordination points. With the preferred fencing feature,
you can specify how the fencing driver must determine the surviving subcluster.

You can configure the preferred fencing policy using the cluster-level attribute
PreferredFencingPolicy for the following:

= Enable system-based preferred fencing policy to give preference to high capacity
systems.

= Enable group-based preferred fencing policy to give preference to service groups
for high priority applications.

= Enable site-based preferred fencing policy to give preference to sites with higher
priority.

= Disable preferred fencing policy to use the default node count-based race policy.

See “Enabling or disabling the preferred fencing policy” on page 95.

About preventing data corruption with I/0 fencing

I/O fencing is a feature that prevents data corruption in the event of a communication
breakdown in a cluster.

To provide high availability, the cluster must be capable of taking corrective action
when a node fails. In this situation, SF Sybase CE configures its components to
reflect the altered membership.

Problems arise when the mechanism that detects the failure breaks down because
symptoms appear identical to those of a failed node. For example, if a system in a
two-node cluster fails, the system stops sending heartbeats over the private
interconnects. The remaining node then takes corrective action. The failure of the
private interconnects, instead of the actual nodes, presents identical symptoms and
causes each node to determine its peer has departed. This situation typically results
in data corruption because both nodes try to take control of data storage in an
uncoordinated manner.
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In addition to a broken set of private networks, other scenarios can generate this
situation. If a system is so busy that it appears to stop responding or "hang," the
other nodes could declare it as dead. This declaration may also occur for the nodes
that use the hardware that supports a "break" and "resume" function. When a node
drops to PROM level with a break and subsequently resumes operations, the other
nodes may declare the system dead. They can declare it dead even if the system
later returns and begins write operations.

SF Sybase CE uses I/O fencing to remove the risk that is associated with split-brain.
I/O fencing allows write access for members of the active cluster. It blocks access
to storage from non-members.

About SCSI-3 Persistent Reservations

SCSI-3 Persistent Reservations (SCSI-3 PR) are required for I/O fencing and resolve
the issues of using SCSI reservations in a clustered SAN environment. SCSI-3 PR
enables access for multiple nodes to a device and simultaneously blocks access
for other nodes.

SCSI-3 reservations are persistent across SCSI bus resets and support multiple
paths from a host to a disk. In contrast, only one host can use SCSI-2 reservations
with one path. If the need arises to block access to a device because of data integrity
concerns, only one host and one path remain active. The requirements for larger
clusters, with multiple nodes reading and writing to storage in a controlled manner,
make SCSI-2 reservations obsolete.

SCSI-3 PR uses a concept of registration and reservation. Each system registers
its own "key" with a SCSI-3 device. Multiple systems registering keys form a
membership and establish a reservation, typically set to "Write Exclusive Registrants
Only." The WERO setting enables only registered systems to perform write
operations. For a given disk, only one reservation can exist amidst numerous
registrations.

With SCSI-3 PR technology, blocking write access is as easy as removing a
registration from a device. Only registered members can "eject" the registration of
another member. A member wishing to eject another member issues a "preempt
and abort" command. Ejecting a node is final and atomic; an ejected node cannot
eject another node. In SF Sybase CE, a node registers the same key for all paths
to the device. A single preempt and abort command ejects a node from all paths
to the storage device.

About I/0 fencing operations

I/O fencing, provided by the kernel-based fencing module (vxfen), performs
identically on node failures and communications failures. When the fencing module
on a node is informed of a change in cluster membership by the GAB module, it
immediately begins the fencing operation. The node tries to eject the key for departed
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nodes from the coordinator disks using the preempt and abort command. When
the node successfully ejects the departed nodes from the coordinator disks, it also
ejects the departed nodes from the data disks. In a split-brain scenario, both sides
of the split would race for control of the coordinator disks. The side winning the
majority of the coordinator disks wins the race and fences the loser. The loser then
panics and restarts the system.

About I/0 fencing components

The shared storage for SF Sybase CE must support SCSI-3 persistent reservations
to enable I/O fencing. SF Sybase CE involves two types of shared storage:

» Data disks—Store shared data
See “About data disks” on page 32.

= Coordination points—Act as a global lock during membership changes
See “About coordination points” on page 32.

About data disks

Data disks are standard disk devices for data storage and are either physical disks
or RAID Logical Units (LUNSs).

These disks must support SCSI-3 PR and must be part of standard VxVM or CVM
disk groups. CVM is responsible for fencing data disks on a disk group basis. Disks
that are added to a disk group and new paths that are discovered for a device are
automatically fenced.

About coordination points

Coordination points provide a lock mechanism to determine which nodes get to
fence off data drives from other nodes. A node must eject a peer from the
coordination points before it can fence the peer from the data drives. Racing for
control of the coordination points to fence data disks is the key to understand how
fencing prevents split-brain.

Disks that act as coordination points are called coordinator disks. Coordinator disks
are three standard disks or LUNs set aside for I/O fencing during cluster
reconfiguration. Coordinator disks do not serve any other storage purpose in the
SF Sybase CE configuration.

You can configure coordinator disks to use Veritas Volume Manager Dynamic
Multi-pathing (DMP) feature. Dynamic Multi-pathing (DMP) allows coordinator disks
to take advantage of the path failover and the dynamic adding and removal
capabilities of DMP. So, you can configure 1/O fencing to use either DMP devices
or the underlying raw character devices. I/O fencing uses SCSI-3 disk policy that
is either raw or dmp based on the disk device that you use. The disk policy is raw
by default. Symantec recommends using the DMP disk policy.
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How 1I/0 fencing works in different event scenarios

Table 1-2 describes how I/O fencing works to prevent data corruption in different
failure event scenarios. For each event, review the corrective operator actions.

Table 1-2 I/0 fencing scenarios
Event Node A: What Node B: What Operator action
happens? happens?

Both private networks
fail.

Node A races for
majority of
coordination points.

If Node A wins race
for coordination
points, Node A ejects
Node B from the
shared disks and
continues.

Node B races for
majority of
coordination points.

If Node B loses the
race for the
coordination points,
Node B panics and
removes itself from
the cluster.

When Node B is
ejected from cluster,
repair the private
networks before
attempting to bring
Node B back.

Both private networks
function again after
event above.

Node A continues to
work.

Node B has crashed.
It cannot start the
database since it is
unable to write to the
data disks.

Restart Node B after
private networks are
restored.

One private network
fails.

Node A prints
message about an
IOFENCE on the
console but
continues.

Node B prints
message about an
IOFENCE on the
console but
continues.

Repair private
network. After
network is repaired,
both nodes
automatically use it.
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Table 1-2 I/0 fencing scenarios (continued)
Event Node A: What Node B: What Operator action
happens? happens?
Node A hangs. Node A is extremely | Node B loses Repair or debug the

busy for some reason
oris in the kernel
debugger.

When Node A is no
longer hung or in the
kernel debugger, any
queued writes to the
data disks fail
because Node A is
ejected. When Node
A receives message
from GAB about
being ejected, it
panics and removes
itself from the cluster.

heartbeats with Node
A, and races for a
majority of
coordination points.

Node B wins race for
coordination points
and ejects Node A
from shared data
disks.

node that hangs and
reboot the node to
rejoin the cluster.
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Table 1-2 I/0 fencing scenarios (continued)
Event Node A: What Node B: What Operator action
happens? happens?

Nodes A and B and
private networks lose
power. Coordination
points and data disks
retain power.

Power returns to
nodes and they
restart, but private
networks still have no
power.

Node A restarts and
I/O fencing driver
(vxfen) detects Node
B is registered with
coordination points.
The driver does not
see Node B listed as
member of cluster
because private
networks are down.
This causes the /O
fencing device driver
to prevent Node A
from joining the
cluster. Node A
console displays:

Potentially a
preexisting
split brain.
Dropping out
of the cluster.
Refer to the
user
documentation
for steps
required

to clear
preexisting

split brain.

Node B restarts and
1/O fencing driver
(vxfen) detects Node
A is registered with
coordination points.
The driver does not
see Node A listed as
member of cluster
because private
networks are down.
This causes the I1/0
fencing device driver
to prevent Node B
from joining the
cluster. Node B
console displays:

Potentially a
preexisting
split brain.
Dropping out
of the cluster.
Refer to the
user
documentation
for steps
required

to clear
preexisting

split brain.

Resolve preexisting
split-brain condition.

See “Fencing startup
reports preexisting
split-brain”

on page 132.
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Table 1-2 I/0 fencing scenarios (continued)
Event Node A: What Node B: What Operator action
happens? happens?

Node A crashes while
Node B is down.
Node B comes up
and Node A is still
down.

Node A is crashed.

Node B restarts and
detects Node A is
registered with the
coordination points.
The driver does not
see Node A listed as
member of the
cluster. The 110
fencing device driver
prints message on
console:

Potentially a
preexisting
split brain.
Dropping out
of the cluster.
Refer to the
user
documentation
for steps
required

to clear
preexisting
split brain.

Resolve preexisting
split-brain condition.

See “Fencing startup
reports preexisting
split-brain”

on page 132.

The disk array
containing two of the
three coordination
points is powered off.

No node leaves the
cluster membership

Node A continues to
operate as long as no
nodes leave the
cluster.

Node B continues to
operate as long as no
nodes leave the
cluster.

Power on the failed
disk array so that
subsequent network
partition does not
cause cluster
shutdown, or replace
coordination points.

See “Replacing 1/0
fencing coordinator
disks when the cluster
is online” on page 86.
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Table 1-2 I/0 fencing scenarios (continued)
Event Node A: What Node B: What Operator action
happens? happens?

The disk array
containing two of the
three coordination
points is powered off.

Node B gracefully
leaves the cluster and
the disk array is still
powered off. Leaving
gracefully implies a
clean shutdown so
that vxfen is properly
unconfigured.

Node A continues to
operate in the cluster.

Node B has left the
cluster.

Power on the failed
disk array so that
subsequent network
partition does not
cause cluster
shutdown, or replace
coordination points.

See “Replacing 1/0
fencing coordinator
disks when the cluster
is online” on page 86.

The disk array
containing two of the
three coordination
points is powered off.

Node B abruptly
crashes or a network
partition occurs
between node A and
node B, and the disk
array is still powered
off.

Node A races for a
majority of
coordination points.
Node A fails because
only one of the three
coordination points is
available. Node A
panics and removes
itself from the cluster.

Node B has left
cluster due to crash

or network partition.

Power on the failed
disk array and restart
I/O fencing driver to
enable Node A to
register with all
coordination points,
or replace
coordination points.

See “Replacing
defective disks when
the cluster is offline”
on page 134.

Sybase ASE CE components

Sybase ASE consists of a single monolithic, user space process named dataserver.
A single ASE instance may consist of multiple dataserver processes, each

representing an ‘engine’ in a single instance. The engines communicate via shared
memory. ASE’s internal threads run across these engines, allowing a single instance
to scale to tens of thousands of concurrent users and dozens of processors on an

SMP system.

Sybase ASE CE has various clustering components and a failure detection
mechanism to enable multiple instances of the same database to simultaneously
access it while providing protection against failures at various levels.

The following components are part of Sybase ASE CE:
s CMS (Cluster Membership Service)
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Membership management is provided by CMS which is built into the dataserver
binary. ASE only handles application level membership management. It is only
concerned about applications, namely dataserver, running on the cluster nodes.
ASE does not differentiate between a software level failure and a physical node
failure.

Quorum Device

ASE utilizes a single quorum device to assist with membership management.
Quorum device serves as a membership voting area, but also acts as a
configuration repository and a semaphore for numerous operations. All access
to the quorum device is through a quorum management library which exposes
a common API. The cluster definition is stored in the configuration section of
the quorum device. This definition includes the instances in the cluster, the
nodes they run on, interconnect address, etc. This is essential information to
bootstrap each instance. The quorum API provides a disk based distributed
locking mechanism. This distributed lock is implemented entirely in software
and requires no network communication.

Quorum locks currently have three primary uses:
= Race prevention at boot time
= Configuration changes

= Split brain prevention
The quorum API also provides a mechanism to query the state of each instance
without needing to connect to the database server.

CIPC

Sybase has a built-in layer known as CIPC (Cluster Inter Process
Communication) to provide message passing capabilities to the various
subsystems within the dataserver. Cluster instances communicate via connection
oriented UDP/IP, with CIPC providing reliability on top of UDP. Sybase
recommends two private networks for the cluster interconnect.

The following mechanisms are used within ASE CE:

Heart-beating among instances

ASE instances exchange periodic heartbeats over the cluster interconnect to
signify instance health. The default period is 5 seconds, and this is dynamically
configurable. There is also a dynamically configurable number of retries before
which missing heartbeats translate into membership failure. Although heartbeat
messages are sent explicitly, "proxy heartbeating" is also supported where any
message exchange between instances during the heartbeat period can serve
as a proxy for the true heartbeat message. This has improved reliability in stress
situations.
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The heartbeat interval can be bypassed for software failures - failures where
the underlying hardware is intact. Sybase CE instances use UDP, the UDP
driver on the remote node provides notification when the ASE process exists.
This allows the remaining instances to immediately go into membership failure.
In this situation the time from process exit to formation of the new cluster view
may be under one second.

= Monitoring the health of private interconnects
A separate mechanism called linkswitch is used to monitor the health of the two
interconnect links. Linkswitch is part of the larger CIPC module. When multiple
links are configured, linkswitch will detect the loss of one of the links and provide
traffic switching. It also detects when a down link comes back online.

Note: The above mechanism of cluster heart-beating, linkswitch, and connected
UDP allow CMS to detect the failure of the ASE process, individual interconnects,
and the overall physical node (although it is not always clear which of these
failures has occurred).

= Monitoring the accessibility to the disk sub-system
A quorum heartbeat mechanism is used to determine when an instance has lost
the ability to write to the disk subsystem. ASE periodically writes a heartbeat
value to the quorum device. If this write fails ASE assumes that is has lost access
to the disk subsystem and the instance terminates. The frequency of the
heartbeat writes and the number of retries are both configurable. Note that this
scheme assumes that the access to the quorum device utilizes the same fabric
/ SAN as the database devices.

About optional features in SF Sybase CE

SF Sybase CE supports the following activities using optional product features:
» Typical configuration of SF Sybase CE clusters in secure mode
» Typical configuration of VOM-managed SF Sybase CE clusters

» About SF Sybase CE global cluster setup for disaster recovery

Typical configuration of SF Sybase CE clusters in secure mode

Enabling secure mode for SF Sybase CE guarantees that all inter-system
communication is encrypted and that security credentials of users are verified.

Figure 1-7 illustrates typical configuration of SF Sybase CE clusters in secure mode.
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For information about how to configure secure clusters, see your product installation
guide.

Figure 1-7 Typical configuration of SF Sybase CE clusters in secure mode

Multiple clusters

Cluster 1 Cluster 2

Each node is a root and Each node is a root and
authentication broker authentication broker

Single cluster

Each node is a root and authentication broker

Typical configuration of VOM-managed SF Sybase CE clusters

Veritas Operations Manager (VOM) provides a centralized management console
for Symantec Storage Foundation and High Availability products.

See “About Veritas Operations Manager” on page 42.

Figure 1-8 illustrates a typical setup of SF Sybase CE clusters that are centrally
managed using Veritas Operations Manager.
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Figure 1-8 Typical configuration of VOM-managed clusters
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About SF Sybase CE global cluster setup for disaster recovery

SF Sybase CE leverages the global clustering feature of VCS to enable high
availability and disaster recovery (HA/DR) for businesses that span wide
geographical areas. Global clusters provide protection against outages caused by
large-scale disasters such as major floods, hurricanes, and earthquakes. An entire
cluster can be affected by such disasters. This type of clustering involves migrating
applications between clusters over a considerable distance.

To understand how global clusters work, review the example of an Sybase ASE
CE database configured using global clustering. Sybase ASE CE is installed and
configured in cluster A and cluster B. Sybase database is located on shared disks
within each cluster and is replicated across clusters to ensure data concurrency.
The VCS service groups for Sybase are online on cluster A and are configured to
fail over to cluster B.

SF Sybase CE supports host-based replication using Veritas Volume Replicator
(VVR). VVR replicates data to remote sites over any standard IP network. The host
at the source location on which the application is running is known as the primary
host. The host at the target location is known as the secondary host.

Hardware-based replication technologies are not supported at the time of publication.

How the agent makes Sybase highly available

The Symantec Cluster Server agent for Sybase continuously monitors the Sybase
database processes to verify they function properly.
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The agent for Sybase can perform different levels of monitoring and different actions
which you can configure.

= Primary or Basic monitoring: In the basic monitoring mode, the agent monitors
the configured Sybase server process, and fails over or restarts the group during
an application failure.

= Detail monitoring: In the optional detail monitoring mode, the agent detects
application failure if it cannot perform a transaction in the test table in the Sybase
database server.

= Intelligent monitoring framework (IMF): The Sybase agent is IMF-aware and
uses asynchronous monitoring framework (AMF) kernel driver for resource state
change notifications.

For Sybase cluster edition, the agent uses the Sybase-provided utility, grmutii, to
know if the status of the instance is up or down. If grmutil reports the status as
failure pending, the agent reboots the node and the instance is automatically started
again.

When the Sybase agent detects that the configured Sybase server is not running
on a system, based on the value of OnlineRetryLimit attribute of the Sybase server
group, the service group is restarted on the same system on which the group faulted.

About Veritas Operations Manager

Veritas Operations Manager provides a centralized management console for
Symantec Storage Foundation and High Availability products. You can use Veritas
Operations Manager to monitor, visualize, and manage storage resources and
generate reports.

Symantec recommends using Veritas Operations Manager (VOM) to manage
Storage Foundation and Cluster Server environments.

You can download Veritas Operations Manager from http://go.symantec.com/vom.

Refer to the Veritas Operations Manager documentation for installation, upgrade,
and configuration instructions.

About Symantec Operations Readiness Tools

Symantec Operations Readiness Tools (SORT) is a website that automates and
simplifies some of the most time-consuming administrative tasks. It helps you identify
risks in your datacenters and improve operational efficiency, enabling you to manage
the complexity that is associated with datacenter architectures and scale.
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Table 1-3 lists three major datacenter tasks and the SORT tools that can help you
accomplish them.

Table 1-3 Datacenter tasks and the SORT tools

Task SORT tools

Prepare for installations and = Installation and Upgrade checklists

upgrades Display system requirements including memory, disk
space, and architecture.

= Installation and Upgrade custom reports
Create reports that determine if you're ready to install
or upgrade a Symantec enterprise product.

= Array-specific Module Finder
List the latest Array Support Libraries (ASLs) and Array
Policy Modules (APMs) for UNIX servers, and Device
Driver Installers (DDls) and Device Discovery Layers
(DDLs) for Windows servers.

= High Availability Agents table
Find and download the agents for applications,
databases, replication, and Symantec partners.

Identify risks and get = Patch notifications
server-specific Receive automatic email notifications about patch
recommendations updates. (Sign in required.)

» Risk Assessment check lists
Display configuration recommendations based on your
Symantec product and platform.

= Risk Assessment custom reports
Create reports that analyze your system and give you
recommendations about system availability, storage
use, performance, and best practices.

= Error code descriptions and solutions
Display detailed information on thousands of Symantec
error codes.
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Table 1-3 Datacenter tasks and the SORT tools (continued)
Task SORT tools
Improve efficiency » Patch Finder
List and download patches for your Symantec enterprise
products.

n License/Deployment custom reports
Create custom reports that list your installed Symantec
products and license keys. Display licenses by product,
platform, server tier, and system.

= Symantec Performance Value Unit (SPVU) Calculator
Use the calculator to assist you with the pricing meter
transition.

= Documentation
List and download Symantec product documentation,
including manual pages, product guides, and support
articles.

= Related links
Display links to Symantec product support, forums,
customer care, and vendor information on a single page.

SORT is available at no additional charge.
To access SORT, go to:

https://sort.symantec.com


https://sort.symantec.com

Administering SF Sybase CE
and its components

This chapter includes the following topics:

Administering SF Sybase CE
Administering VCS
Administering 1/0O fencing
Administering CVM
Administering CFS

Administering the Sybase agent

Administering SF Sybase CE

This section provides instructions for the following SF Sybase CE administration
tasks:

Setting the environment variables
See “Setting the environment variables for SF Sybase CE” on page 46.

Starting or stopping SF Sybase CE on each node
See “Starting or stopping SF Sybase CE on each node” on page 46.

Applying operating system updates on SF Sybase CE nodes
See “Applying operating system updates on SF Sybase CE nodes” on page 51.

Adding storage to an SF Sybase CE cluster
See “Adding storage to an SF Sybase CE cluster” on page 52.

Recovering from storage failure
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See “Recovering from storage failure” on page 54.

= Enhancing the performance of SF Sybase CE clusters
See “Enhancing the performance of SF Sybase CE clusters” on page 54.

= Verifying the nodes in an SF Sybase CE cluster
See “Verifying the nodes in an SF Sybase CE cluster” on page 55.

If you encounter issues while administering SF Sybase CE, refer to the
troubleshooting section for assistance.

See “About troubleshooting SF Sybase CE” on page 114.

Setting the environment variables for SF Sybase CE

Set the MANPATH variable in the .profile file (or other appropriate shell setup file
for your system) to enable viewing of manual pages.

Based on the shell you use, type one of the following:

For sh, ksh, or bash # export MANPATH=$MANPATH:\

/opt/VRTS/man

For csh # setenv MANPATH /usr/share/man:\
/opt/VRTS/man

For csh # setenv MANPATH $MANPATH: /opt/VRTS/man

Some terminal programs may display garbage characters when you view the man
pages. Set the environment variable LC_ALL=C to resolve this issue.

Set the PATH environment variable in the .profile file (or other appropriate shell
setup file for your system) on each system to include installation and other
commands.

Based on the shell you use, type one of the following:
For sh, ksh, or bash # PATH=/usr/sbin:/sbin:/usr/bin:\

/opt/VRTS/bin\
SPATH; export PATH

Starting or stopping SF Sybase CE on each node

You can start or stop SF Sybase CE on each node in the cluster using the SF
Sybase CE installer or manually.
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Using installer:

See “Starting SF Sybase CE using the SF Sybase CE installer”
on page 47.

Manual:

See “Starting SF Sybase CE manually on each node”
on page 47.

Using installer:

See “Stopping SF Sybase CE using the SF Sybase CE
installer” on page 48.

Manual:

See “Stopping SF Sybase CE manually on each node”
on page 49.

Starting SF Sybase CE using the SF Sybase CE installer
Run the SF Sybase CE installer with the -start option to start SF Sybase CE on

each node.

Note: Start SF Sybase CE on all nodes in the cluster. Specifying only some of the
nodes in the cluster may cause some of the components that depend on GAB

seeding to fail.

To start SF Sybase CE using the SF Sybase CE installer

1 Log into one of the nodes in the cluster as the root user.

2 Start SF Sybase CE:

# /opt/VRTS/install/installsfsybasece<version> \

-start sysl sys2

Where <version> is the specific release version.

Starting SF Sybase CE manually on each node

Perform the steps in the following procedures to start SF Sybase CE manually on

each node.
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To start SF Sybase CE manually on each node
1 Loginto each node as the root user.
2 StartLLT:

# /etc/init.d/1l1lt start

3 Start GAB:

# /etc/init.d/gab start

4  Start fencing:

# /etc/init.d/vxfen start

5 Start GLM:

# /ete/init.d/vxglm start

6 Start VCS, CVM, and CFS:

# hastart

7  Verify that all GAB ports are up and running:

# gabconfig -a
GAB Port Memberships

Port a gen 564004 membership 01
Port b gen 564008 membership 01
Port f gen 564024 membership 01
Port h gen 56401la membership 01
Port m gen 56401c membership 01
Port u gen 564021 membership 01
Port v gen 56401d membership 01
Port w gen 56401f membership 01
Port y gen 56401c membership 01

Stopping SF Sybase CE using the SF Sybase CE installer

Run the SF Sybase CE installer with the -stop option to stop SF Sybase CE on
each node.
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To stop SF Sybase CE using the SF Sybase CE installer

1
2

Log into one of the nodes in the cluster as the root user.

Unmount the VXFS file system, which is not under VCS control.

# mount |grep vxfs
# fuser -m /mount_point

# umount /mount point

Make sure that no processes are running which make use of mounted shared
file system or shared volumes.

# fuser -cu /mount point

Stop VCS:

# hastop -all

Stop SF Sybase CE:

# /opt/VRTS/install/installsfsybasece<version> \
-stop sysl sys2

Stopping SF Sybase CE manually on each node

Perform the steps in the following procedures to stop SF Sybase CE manually on
each node.

To stop SF Sybase CE manually on each node

1

Stop the Sybase database.

If the Sybase ASE CE instance is managed by VCS, log in as the root user
and take the service group offline:

# hagrp -offline sybase group -sys node name

Stop all applications that are not configured under VCS but dependent on
Sybase ASE CE or resources controlled by VCS. Use native application
commands to stop the application.

Unmount the CFS file systems that are not managed by VCS.

= Make sure that no processes are running which make use of mounted
shared file system. To verify that no processes use the VxFS or CFS mount
point:

# mount | grep vxfs | grep cluster
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# fuser -cu /mount point

= Unmount the CFS file system:

# umount /mount point

Take the VCS service groups offline:

# hagrp -offline group name -sys node_ name
Verify that the VCS service groups are offline:

# hagrp -state group name

When Sybase group under VCS control is offline, the vxfend daemon also
stops.

Unmount the VxFS file systems that are not managed by VCS.

= Make sure that no processes are running which make use of mounted
shared file system. To verify that no processes use the VxFS or CFS mount
point:

# mount | grep vxfs

# fuser -cu /mount_point

= Unmount the VxFS file system:

# umount /mount point

Verify that no VxVM volumes (other than VxVM boot volumes) remain open.
Stop any open volumes that are not managed by VCS.

Unmount the VXFS file systems that are not managed by VCS.

Make sure that no processes are running, which make use of mounted shared
file system or shared volumes:

# mount -v | grep vxfs

# fuser -cu /mount point
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8 Stop VCS, CVM and CFS:
# hastop -local
Verify that the ports 'f', 'm’, 'u', 'v', 'w', 'y', and 'h' are closed:

# gabconfig -a
GAB Port Memberships

Port a gen 761£03 membership 01
Port b gen 761£08 membership 01

9 Stop GLM:

# /etc/init.d/vxglm stop

10 Stop fencing:

# /etc/init.d/vxfen stop

11 Stop GAB:

# /etc/init.d/gab stop

12 Stop LLT:

# /etc/init.d/11lt stop

Applying operating system updates on SF Sybase CE nodes

If you need to apply updates to the base version of the operating system, perform
the steps in this section on each node of the cluster, one node at a time.

Ensure that you check the following website for the operating system updates that
are supported by Symantec:

https://sort.symantec.com/
To apply operating system updates

1 Logintothe node as the root user and change to /opt /VRTS/install directory:

# cd /opt/VRTS/install

2 Take the VCS service groups offline:

# hagrp -offline grp name -sys node_ name


https://sort.symantec.com/
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3 Stop SF Sybase CE:
# ./installsfsybasece<version> -stop

Where <version> is the specific release version.

4  Stop the applications not configured under VCS, but dependent on Sybase
ASE CE or the resources controlled by VCS. Use native application commands
to stop the applications.

5 Unmount the VxFS file systems that are not managed by VCS. Make sure that
no processes are running, which make use of mounted shared file system or
shared volumes:

# mount -v | grep vxfs
# fuser -cu /mount_point
6 Unmount the VxFS file system:

# umount /mount_point

7 Upgrade the operating system.
See the operating system documentation.

8 Ifthe node is not rebooted after the operating system upgrade, reboot the node:

# shutdown -r now

9 Repeat all the steps on each node in the cluster.

Adding storage to an SF Sybase CE cluster

You can add storage to an SF Sybase CE cluster in the following ways:

Add a disk to a disk group Use the vxdg command to add a disk to a
disk group.
See the vxdg (1M) manual page for

information on various options.

See “To add storage to an SF Sybase CE
cluster by adding a disk to a disk group”
on page 53.
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Extend the volume space on a disk group Use the vxresize command to change the
length of a volume containing a file system.
It automatically locates available disk space
on the specified volume and frees up unused
space to the disk group for later use.

See the vxresize (1M) manual page for
information on various options.

See “To add storage to an SF Sybase CE
cluster by extending the volume space on a
disk group” on page 54.

To add storage to an SF Sybase CE cluster by adding a disk to a disk group

¢ Add a disk to the disk group:

# vxdg -g dg name adddisk disk name
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To add storage to an SF Sybase CE cluster by extending the volume space on a disk
group

1 Determine the length by which you can increase an existing volume.
# vxassist [-g diskgroup] maxsize

For example, to determine the maximum size the volume sybvo1l in the disk
group dbdata_dg can grow, given its attributes and free storage available:

# vxassist -g dbdata_dg maxsize

2 Extend the volume, as required. You can extend an existing volume to a certain
length by specifying the new size of the volume (the new size must include the
additional space you plan to add). You can also extend a volume by a certain
length by specifying the additional amount of space you want to add to the
existing volume.

To extend a volume For example, to extend the volume sybvol of size 10 GB in the
to a certain length  disk group dbdata_dg to 30 GB:

# vxresize -g dbdata_dg \
sybvol 30g

To extend a volume For example, to extend the volume sybvol of size 10 GB in the
by a certain length  disk group dbdata_dg by 10 GB:

# vxresize -g dbdata_dg \
sybvol +10g

Recovering from storage failure

Veritas Volume Manager (VxVM) protects systems from disk and other hardware
failures and helps you to recover from such events. Recovery procedures help you
prevent loss of data or system access due to disk and other hardware failures.

Enhancing the performance of SF Sybase CE clusters

The main components of clustering that impact the performance of an SF Sybase
CE cluster are:

= Kernel components, specifically LLT and GAB

= VCS engine (had)



Administering SF Sybase CE and its components | 55
Administering VCS

VCS agents

Each VCS agent process has two components—the agent framework and the agent
functions. The agent framework provides common functionality, such as
communication with the HAD, multithreading for multiple resources, scheduling
threads, and invoking functions. Agent functions implement functionality that is
particular to an agent.

Veritas Volume Manager can improve system performance by optimizing the layout
of data storage on the available hardware.

Volume Replicator Advisor (VRAdvisor) is a planning tool that helps you determine
an optimum Volume Replicator (VVR) configuration.

Verifying the nodes in an SF Sybase CE cluster

Table 2-1 lists the various options that you can use to periodically verify the nodes
in your cluster.

Table 2-1 Options for verifying the nodes in a cluster

Type of check Description

Symantec Operations Use the Symantec Operations Readiness Tools (SORT) to
Readiness Tools (SORT) | evaluate your systems before and after any installation,

configuration, upgrade, patch updates, or other routine
administrative activities. The utility performs a number of
compatibility and operational checks on the cluster that enable
you to diagnose and troubleshoot issues in the cluster. The utility
is periodically updated with new features and enhancements.

For more information and to download the utility, visit
http://sort.symantec.com.

Administering VCS

This section provides instructions for the following VCS administration tasks:

Viewing available Veritas devices and drivers
See “Viewing available Veritas device drivers” on page 56.

Starting and stopping VCS
See “Starting and stopping VCS” on page 58.

Environment variables to start and stop VCS modules
See “Environment variables to start and stop VCS modules” on page 58.

Adding and removing LLT links
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See “Adding and removing LLT links” on page 60.

Displaying the cluster details and LLT version for LLT links

See “Displaying the cluster details and LLT version for LLT links” on page 64.

Configuring aggregated interfaces under LLT

See “Configuring aggregated interfaces under LLT” on page 62.

Configuring destination-based load balancing for LLT

See “Configuring destination-based load balancing for LLT” on page 65.

Enabling and disabling intelligent resource monitoring
See “Enabling and disabling intelligent resource monitoring for agents manually”

on page 65.

» Administering the AMF kernel driver
See “Administering the AMF kernel driver” on page 67.

Viewing available Veritas device drivers

To view the available Veritas devices:

# cat /proc/devices

Character devices:

1

~ oD W N

NN
o B W o

128
136
180
189
199
200
250
251

mem
pty

ttyp
/dev/vc/0
tty

ttyS
/dev/tty
/dev/console
/dev/ptmx
vcs

misc

input

59

fb

ptm

pts

usb
usb_device
VxVM
VxSPEC
vxfen

vxglm

56
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gab
11t

amf

Block devices:

1

0 J W N

65
66
67
68
69
70
71
128
129
130
131
132
133
134
135
199
201
253
254

ramdisk
fd
ideO
loop
sd

md

sd

sd

sd

sd

sd

sd

sd

sd

sd

sd

sd

sd

sd

sd

sd
VxVM
VxDMP
device-mapper

mdp

To view the drivers that are loaded in memory, run the 1smod command as shown
in the following examples.

For example:

If you want to view whether or not the driver 'gab' is loaded in memory:

# lsmod |grep "“~gab"

gab

282172 12

If you want to view whether or not the 'vx' drivers are loaded in memory:

# lsmod |grep "~vx"
vxfen 321896 1
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vxglm 256672 1

vxspec 21656 6

vxio 3228456 5 vxspec, [unsafe]
vxdmp 357624 40

vxportal 24320 3

vxfs 2503680 7 wvxportal, fdd

Starting and stopping VCS
This section describes how to start and stop the Symantec Cluster Server (VCS).
To start VCS
& On each node, start VCS:

# hastart

To stop VCS
¢ On each node, stop VCS:

# hastop -local

You can also use the command hastop -all to stop the VCS cluster on all the
nodes in cluster at the same time; however, make sure that you wait for port 'h' to
close before restarting VCS.

Environment variables to start and stop VCS modules

The start and stop environment variables for AMF, LLT, GAB, VXFEN, and VCS
engine define the default VCS behavior to start these modules during system restart
or stop these modules during system shutdown.

Note: The startup and shutdown of AMF, LLT, GAB, VxFEN, and VCS engine are
inter-dependent. For a clean startup or shutdown of SF Sybase CE, you must either
enable or disable the startup and shutdown modes for all these modules.

Table 2-2 describes the start and stop variables for VCS.
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Table 2-2 Start and stop environment variables for VCS
Environment Definition and default value
variable
AMF_START Startup mode for the AMF driver. By default, the AMF driver is
enabled to start up after a system reboot.
This environment variable is defined in the following file:
/etc/sysconfig/amf
Default: 1
AMF_STOP Shutdown mode for the AMF driver. By default, the AMF driver is
enabled to stop during a system shutdown.
This environment variable is defined in the following file:
/etc/sysconfig/amf
Default: 1
LLT_START Startup mode for LLT. By default, LLT is enabled to start up after a
system reboot.
This environment variable is defined in the following file:
/etc/sysconfig/1l1lt
Default: 1
LLT_STOP Shutdown mode for LLT. By default, LLT is enabled to stop during
a system shutdown.
This environment variable is defined in the following file:
/etc/sysconfig/1llt
Default: 1
GAB_START Startup mode for GAB. By default, GAB is enabled to start up after
a system reboot.
This environment variable is defined in the following file:
/etc/sysconfig/gab
Default: 1
GAB_STOP Shutdown mode for GAB. By default, GAB is enabled to stop during

a system shutdown.

This environment variable is defined in the following file:
/etc/sysconfig/gab

Default: 1
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Start and stop environment variables for VCS (continued)

Environment
variable

Definition and default value

VXFEN_START

Startup mode for VXFEN. By default, VXFEN is enabled to start up
after a system reboot.

This environment variable is defined in the following file:
/etc/sysconfig/vxfen

Default: 1

VXFEN_STOP

Shutdown mode for VXFEN. By default, VXFEN is enabled to stop
during a system shutdown.

This environment variable is defined in the following file:
/etc/sysconfig/vxfen

Default: 1

VCS_START

Startup mode for VCS engine. By default, VCS engine is enabled to
start up after a system reboot.

This environment variable is defined in the following file:
/etc/sysconfig/vcs

Default: 1

VCS_STOP

Shutdown mode for VCS engine. By default, VCS engine is enabled
to stop during a system shutdown.

This environment variable is defined in the following file:
/etc/sysconfig/vcs

Default: 1

Adding and removing LLT links

You can use the 11tconfig command to add or remove LLT links when LLT is

running.

See the 11tconfig(1M) manual page for more details.

Note: When you add or remove LLT links, you need not shut down GAB or the high
availability daemon, had. Your changes take effect immediately, but are lost on the

next restart. For changes to persist, you must also update the /etc/11ttab file.
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To add LLT links

¢ Depending on the LLT link type, run the following command to add an LLT link:

For ether link type:

# lltconfig -t devtag -d device
[-b ether ] [-s SAP] [-m mtu] [-I]1 [-Q]

For UDP link type:

# lltconfig -t devtag -d device
-b udp [-s port] [-m mtu]
-I IPaddr -B bcast

For UDP6 link type:

# lltconfig -t devtag -d device
-b udp6 [-s port] [-m mtu]
-I IPaddr [-B mcast]

For RDMA link type:

# lltconfig -t devtag -d device
-b rdma -s port [-m mtu]
-I IPaddr -B bcast

Where:

devtag Tag to identify the link

device Device name of the interface.
For link type ether, you can specify the device name as an interface
name. For example, ethO. Preferably, specify the device name as
eth-macaddress. For example, eth- XX:XX:XX:XX:XX:XX.
For link types udp and udp6, the device is the udp and udp6 device
name respectively.
For link type rdma, the device name is udp.

bcast Broadcast address for the link type udp and rdma

mcast Multicast address for the link type udp6

IPaddr IP address for link types udp, udp6 and rdma

SAP SAP to bind on the network links for link type ether
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port Port for link types udp, udp6 and rdma
mtu Maximum transmission unit to send packets on network links
For example:

n For ether link type:

# lltconfig -t eth4 -d eth4 -s Oxcafe -m 1500

= For UDP link type:

# lltconfig -t 1linkl -d udp -b udp -s 50010
-I 192.168.1.1 -B 192.168.1.255

= For UDP6 link type:

# lltconfig -t linkl -d udp6 -b udp6 -s 50010 -I 2000::1

s For RDMA link:

# lltconfig -t linkl -d udp -b rdma -s 50010
-I 192.168.1.1 -B 192.168.1.255

Note: If you want the addition of LLT links to be persistent after reboot, then
you must edit the /etc/11tab with LLT entries.

To remove an LLT link

1 Run the following command to disable a network link that is configured under
LLT.

# lltconfig -t devtag -L disable

Wait for the 16 seconds (LLT peerinact time).

3 Run the following command to remove the link.

# lltconfig -u devtag

Configuring aggregated interfaces under LLT

If you want to configure LLT to use aggregated interfaces after installing and
configuring VCS, you can use one of the following approaches:
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Edit the /etc/lIttab file
This approach requires you to stop LLT. The aggregated interface configuration
is persistent across reboots.

Run the 11tconfig command

This approach lets you configure aggregated interfaces on the fly. However, the
changes are not persistent across reboots.

To configure aggregated interfaces under LLT by editing the /etc/lIttab file

1

If LLT is running, stop LLT after you stop the other dependent modules.

# /etc/init.d/1lt stop

See “Starting or stopping SF Sybase CE on each node” on page 46.

Add the following entry to the /etc/littab file to configure an aggregated interface.

link tag device name systemid range link type sap mtu size

tag Tag to identify the link
device_name Device name of the aggregated interface.

systemid_range  Range of systems for which the command is valid.

If the link command is valid for all systems, specify a dash (-).
link_type The link type must be ether.

sap SAP to bind on the network links.

Default is Oxcafe.

mtu_size Maximum transmission unit to send packets on network links
Restart LLT for the changes to take effect. Restart the other dependent modules
that you stopped in step 1.

# /etc/init.d/1l1lt start

See “Starting or stopping SF Sybase CE on each node” on page 46.
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To configure aggregated interfaces under LLT using the lltconfig command

¢ When LLT is running, use the following command to configure an aggregated
interface:

lltconfig -t devtag -d device
[-b linktype ] [-s SAP] [-m mtu]

devtag Tag to identify the link

device Device name of the aggregated interface.
link_type The link type must be ether.

sap SAP to bind on the network links.

Default is Oxcafe.

mtu_size Maximum transmission unit to send packets on network links

See the 11tconfig(1M) manual page for more details.

You need not reboot after you make this change. However, to make these
changes persistent across reboot, you must update the /etc/lIttab file.

See “To configure aggregated interfaces under LLT by editing the /etc/littab
file” on page 63.

Displaying the cluster details and LLT version for LLT links

You can use the 11tdump command to display the LLT version for a specific LLT
link. You can also display the cluster ID and node ID details.

See the 11tdump(1M) manual page for more details.
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To display the cluster details and LLT version for LLT links

¢ Run the following command to display the details:
# /opt/VRTS1lt/lltdump -D -f link

For example, if eth2 is connected to sys1, then the command displays a list of
all cluster IDs and node IDs present on the network link eth2.

# /opt/VRTS1lt/lltdump -D -f eth2

1ltdump : Configuration:

device : eth2
sap : Oxcafe
promisc sap : O
promisc mac : O
cidsnoop : 1

=== Listening for LLT packets ===

cid nid vmaj vmin

3456 1 5 0
3456 3 5 0
83 0 40
27 1 37
3456 2 5 0

Configuring destination-based load balancing for LLT

Destination-based load balancing for Low Latency Transport (LLT) is turned off by
default. Symantec recommends destination-based load balancing when the cluster
setup has more than two nodes and more active LLT ports.

To configure destination-based load balancing for LLT

¢ Run the following command to configure destination-based load balancing:

lltconfig -F linkburst:0

Enabling and disabling intelligent resource monitoring for agents
manually

Review the following procedures to enable or disable intelligent resource monitoring
manually. The intelligent resource monitoring feature is enabled by default. The
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IMF resource type attribute determines whether an IMF-aware agent must perform
intelligent resource monitoring.

See “About resource monitoring” on page 27.

To enable intelligent resource monitoring

1

Make the VCS configuration writable.

# haconf -makerw

Run the following command to enable intelligent resource monitoring.

= To enable intelligent monitoring of offline resources:

# hatype -modify resource type IMF -update Mode 1

= To enable intelligent monitoring of online resources:

# hatype -modify resource type IMF -update Mode 2

= To enable intelligent monitoring of both online and offline resources:

# hatype -modify resource type IMF -update Mode 3

If required, change the values of the MonitorFreq key and the RegisterRetryLimit
key of the IMF attribute.

See the Symantec Cluster Server Bundled Agents Reference Guide for
agent-specific recommendations to set these attributes.

Save the VCS configuration.

# haconf -dump -makero

Restart the agent. Run the following commands on each node.

# haagent -stop agent name -force -sys sys name

# haagent -start agent name -sys sys name
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To disable intelligent resource monitoring

1 Make the VCS configuration writable.

# haconf -makerw

2 Todisable intelligent resource monitoring for all the resources of a certain type,
run the following command:

# hatype -modify resource type IMF -update Mode 0

3 To disable intelligent resource monitoring for a specific resource, run the
following command:

# hares -override resource name IMF

# hares -modify resource name IMF -update Mode 0

4 Save the VCS configuration.

# haconf -dump -makero

Note: VCS provides haimfconfig script to enable or disable the IMF functionality for
agents. You can use the script with VCS in running or stopped state. Use the script
to enable or disable IMF for the IMF-aware bundled agents, enterprise agents, and
custom agents.

Administering the AMF kernel driver
Review the following procedures to start, stop, or unload the AMF kernel driver.
See “About the IMF notification module” on page 26.
See “Environment variables to start and stop VCS modules” on page 58.
To start the AMF kernel driver

1 Set the value of the AMF_START variable to 1 in the following file, if the value
is not already 1:

# /etc/sysconfig/amf

2 Start the AMF kernel driver. Run the following command:

# /etc/init.d/amf start
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To stop the AMF kernel driver

1

Set the value of the AMF_STOP variable to 1 in the following file, if the value
is not already 1:

# /etc/sysconfig/amf

Stop the AMF kernel driver. Run the following command:

# /etc/init.d/amf stop

To unload the AMF kernel driver

1

If agent downtime is not a concern, use the following steps to unload the AMF
kernel driver:

= Stop the agents that are registered with the AMF kernel driver.
The amfstat command output lists the agents that are registered with AMF
under the Registered Reapers section.
See the amfstat manual page.

= Stop the AMF kernel driver.
See “To stop the AMF kernel driver” on page 68.

= Start the agents.

If you want minimum downtime of the agents, use the following steps to unload
the AMF kernel driver:

= Run the following command to disable the AMF driver even if agents are
still registered with it.

# amfconfig -Uof

= Stop the AMF kernel driver.
See “To stop the AMF kernel driver” on page 68.

Administering 1/0 fencing

This section describes 1/0 fencing and provides instructions for common 1/O fencing
administration tasks.

About administering 1/O fencing
See “About administering 1/0O fencing” on page 69.

About vxfentsthdw utility
See “About the vxfentsthdw utility” on page 70.
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= About vxfenadm utility
See “About the vxfenadm utility” on page 77.

= About vxfenclearpre utility

= About vxfenswap utility
See “About the vxfenswap utility” on page 85.

= About enabling or disabling the preferred fencing policy
See “Enabling or disabling the preferred fencing policy” on page 95.

If you encounter issues while administering 1/O fencing, refer to the troubleshooting

section for assistance.

See “Troubleshooting I/O fencing” on page 130.

See “About administering I/O fencing” on page 69.

About administering 1/0 fencing

The 1/0O fencing feature provides the following utilities that are available through the

VRTSvxfen rpm:

vxfentsthdw

vxfenconfig

vxfenadm

vxfenclearpre

vxfenswap

vxfendisk

Tests SCSI-3 functionality of the disks for 1/O fencing
See “About the vxfentsthdw utility” on page 70.
Configures and unconfigures 1/O fencing

Lists the coordination points used by the vxfen driver.

Displays information on I/O fencing operations and manages
SCSI-3 disk registrations and reservations for I/0 fencing

See “About the vxfenadm utility” on page 77.

Removes SCSI-3 registrations and reservations from disks

Replaces coordination points without stopping I/O fencing
See “About the vxfenswap utility” on page 85.
Generates the list of paths of disks in the disk group. This utility

requires that Veritas Volume Manager (VxVM) is installed and
configured.

The I/O fencing commands reside in the /opt/VRTS/bin folder. Make sure you added
this folder path to the PATH environment variable.

Refer to the corresponding manual page for more information on the commands.
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About the vxfentsthdw utility

You can use the vxfentsthdw utility to verify that shared storage arrays to be used
for data support SCSI-3 persistent reservations and 1/O fencing. During the /O
fencing configuration, the testing utility is used to test a single disk. The utility has
other options that may be more suitable for testing storage devices in other
configurations. You also need to test coordinator disk groups.

See the Symantec Storage Foundation for Sybase ASE CE Installation and
Configuration Guide to set up I/O fencing.

The utility, which you can run from one system in the cluster, tests the storage used
for data by setting and verifying SCSI-3 registrations on the disk or disks you specify,
setting and verifying persistent reservations on the disks, writing data to the disks
and reading it, and removing the registrations from the disks.

Refer also to the vxfentsthdw(1M) manual page.

General guidelines for using the vxfentsthdw utility

Review the following guidelines to use the vxfentsthdw utility:

The utility requires two systems connected to the shared storage.

Caution: The tests overwrite and destroy data on the disks, unless you use the
-r option.

The two nodes must have SSH (default) or rsh communication. If you use rsh,
launch the vxfentsthdw utility with the -n option.

After completing the testing process, you can remove permissions for
communication and restore public network connections.

To ensure both systems are connected to the same disk during the testing, you
can use the vxfenadm -i diskpath command to verify a disk’s serial number.

See “Verifying that the nodes see the same disk” on page 82.

For disk arrays with many disks, use the -m option to sample a few disks before
creating a disk group and using the -g option to test them all.

The utility indicates a disk can be used for I/O fencing with a message
resembling:

The disk /dev/sdx is ready to be configured for

I/0 Fencing on node sysl

If the utility does not show a message stating a disk is ready, verification has
failed.
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= The -o option overrides disk size-related errors and the utility proceeds with
other tests, however, the disk may not setup correctly as the size may be smaller
than the supported size. The supported disk size for data disks is 256 MB and
for coordinator disks is 128 MB.

» [fthe disk you intend to test has existing SCSI-3 registration keys, the test issues
a warning before proceeding.

About the vxfentsthdw command options

Table 2-3 describes the methods that the utility provides to test storage devices.

Table 2-3

vxfentsthdw options

vxfentsthdw option

Description

When to use

-n Utility uses rsh for Use when rsh is used for
communication. communication.
-r Non-destructive testing. Testing | Use during non-destructive
of the disks for SCSI-3 persistent | testing.
reservatlons.occurs in a . See “Performing non-destructive
non-destructive way; that is, ) . .
. . testing on the disks using the -r
there is only testing for reads, not option” on page 74
writes. Can be used with -m, - £, '
or -g options.
-t Testing of the return value of When you want to perform TUR
SCSI TEST UNIT (TUR) testing.
command under SCSI-3
reservations. A warning is printed
on failure of TUR testing.
-d Use Dynamic Multi-Pathing By default, the vxfentsthdw
(DMP) devices. script picks up the DMP paths for
Can be used with —c or g disks in the c'!lsk group. If you
options want the script to use the raw
P ’ paths for disks in the disk group,
use the -w option.
-w Use raw devices. With the -w option, the

Can be used with -c or -g
options.

vxfentsthdw script picks the
operating system paths for disks
in the disk group. By default, the
script uses the —d option to pick
up the DMP paths for disks in the
disk group.
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vxfentsthdw option

Description

When to use

-C Utility tests the coordinator disk | For testing disks in coordinator
group prompting for systems and | disk group.
dewc.:es, and reporting success See “Testing the coordinator disk
or failure. . .

group using the -c option of
vxfentsthdw” on page 72.

-m Utility runs manually, in For testing a few disks or for
interactive mode, prompting for | sampling disks in larger arrays.
systenms and dewces% a.llnd See “Testing the shared disks
reporting success or faiure. using the vxfentsthdw -m option”
Can be used with -r and -t on page 74.
options. -m is the default option.

-f filename Utility tests system and device | For testing several disks.
combinations listed in a text file. See "Testing the shared disks
Can be used with -r and -t listed in a file using the
options. vxfentsthdw -f option”

on page 76.

-g disk_group Utility tests all disk devices in a | For testing many disks and
specified disk group. arrays of disks. Disk groups may
Can be used with —r and —t be temporarily created for testing
options purposes and destroyed

P ' (ungrouped) after testing.
See “Testing all the disks in a
disk group using the vxfentsthdw
-g option” on page 76.
-0 Utility overrrides disk size-related | For testing SCSI-3 Reservation

errors.

compliance of disks, but,
overrides disk size-related errors.

Testing the coordinator disk group using the -c option of

vxfentsthdw

Use the vxfentsthdw utility to verify disks are configured to support I/0 fencing. In
this procedure, the vxfentsthdw utility tests the three disks, one disk at a time from

each node.

The procedure in this section uses the following disks for example:

= From the node sys1, the disks are seen as /dev/sdg, /dev/sdh, and /dev/sdi.
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= From the node sys2, the same disks are seen as /dev/sdx, /dev/sdy, and
/dev/sdz.

Note: To test the coordinator disk group using the vxfentsthdw utility, the utility
requires that the coordinator disk group, vxfencoorddg, be accessible from two
nodes.

To test the coordinator disk group using vxfentsthdw -c

1 Use the vxfentsthdw command with the -c option. For example:

# vxfentsthdw -c vxfencoorddg

2 Enter the nodes you are using to test the coordinator disks:

Enter the first node of the cluster: sysl

Enter the second node of the cluster: sys2

3 Review the output of the testing process for both nodes for all disks in the
coordinator disk group. Each disk should display output that resembles:

ALL tests on the disk /dev/sdg have PASSED.
The disk is now ready to be configured for I/0 Fencing on node
sysl as a COORDINATOR DISK.

ALL tests on the disk /dev/sdx have PASSED.
The disk is now ready to be configured for I/0 Fencing on node
sys2 as a COORDINATOR DISK.

4  After you test all disks in the disk group, the vxfencoorddg disk group is ready
for use.

Removing and replacing a failed disk

If a disk in the coordinator disk group fails verification, remove the failed disk or
LUN from the vxfencoorddg disk group, replace it with another, and retest the disk

group.
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To remove and replace a failed disk
1 Use the vxdiskadm utility to remove the failed disk from the disk group.
Refer to the Symantec Storage Foundation Administrator’s Guide.
2 Addanew disk to the node, initialize it, and add it to the coordinator disk group.

See the Symantec Storage Foundation for Sybase ASE CE Installation and
Configuration Guide for instructions to initialize disks for I/O fencing and to set
up coordinator disk groups.

If necessary, start the disk group.

See the Symantec Storage Foundation Administrator’s Guide for instructions
to start the disk group.

3 Retest the disk group.

See “Testing the coordinator disk group using the -c option of vxfentsthdw”
on page 72.

Performing non-destructive testing on the disks using the -r
option

You can perform non-destructive testing on the disk devices when you want to
preserve the data.

To perform non-destructive testi